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Welcome from Tim Molteno, Conference Chair

Welcome to the Sixteenth Electronics New Zealand Conference - ENZCon. This is the third time

we have hosted ENZCon at the University of Otago, and as always the Electronics Group has pulled

together to make this event possible. We have also had invaluable support from the Dept of Physics

as a whole.

As always, we have attempted to make the programme a mixture of work and fun, balancing some

fairly challenging and busy sessions with plenty of time to rest, network, or relax. Beer and nibbles

are provided at the Poster session, and we hope this will encourage good attendance, and animated

discussion. The conference dinner has always been a highlight of ENZCon, and this is something

we do well here at Otago. But along with the social events, we have a busy programme, with first

time and veteran presenters from many branches of the field. It is great to see the topics covered in

ENZCon papers changing with the times.

We would like to thank Bev Reynolds for all the work she has done organising, and dropping

all her other work to fulfil last minute requests. Hyuck Chung was co-opted in to do the layout

of this Proceedings at almost the last minute, and has done an awesome job. We couldn’t have

an ENZCon without Gary Bold - we thank him for being persuaded to return to a University of

Otago ENZCon. Colin Fox persuaded Hyuck to drop everything & work tirelessly for the ENZ-

Con cause, and has otherwise used his humour to stop Organising Committee members stressing

- and with this in mind, his contribution to this welcome is “to remind us not to eat too much cheese”.

Finally, thanks to our sponsors RFTest Solutions, Hoare Software Research, Nichecom and Elec-

trotest. The contribution made year after year by these Trade Sponsors help keep ENZCon afford-

able, and therefore accessible. We hope that all of you have an enjoyable and informative conference.

Dr. Tim Molteno,

Conference Chair,

Hilary Lawrence

Organising Committee
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Abstract – A digital amplifier has benefits such as 
reduced power consumption and a smaller, 
lightweight form factor. However, for the Hi-Fidelity 
audio market, the quality of this amplifier 
configuration is typically lacking as many sources of 
error have been identified around the output stage in 
a switching amplifier. The One-Cycle Control 
scheme is a solution which has the ability to 
eliminate many of these errors in a single cycle. 
Current implementations have been of an analogue 
form, but due to the nature of a digital amplifier, it is 
reasonable to include this feedback control in the 
digital domain. Therefore, a digital form of 
One-Cycle Control is being developed, and is being 
compared to the analogue version. If successful, this 
digital implementation will be incorporated into 
commercial high-power, high-fidelity audio 
amplifiers by Perreaux Industries Ltd. 
 

1. INTRODUCTION  
Audio power amplifiers targeted at the Hi-Fidelity 
market have typically been of a Class-A or Class-AB 
topology as Hi-Fidelity audio quality is easily and 
readily obtained with these configurations. However, 
these amplifiers are usually bulky and very inefficient 
with a typical amplifier reaching only 40-70% 
efficiency [1]. With the market today demanding a 
higher power output with a focus on energy and 
resource conservation, a smaller and more efficient 
amplifier is desirable. 
 
The switching (or digital) amplifier has a significantly 
improved efficiency compared to the Class-A and AB 
techniques. However, until recently it has not been 
feasible to use this type of amplifier in a Hi-Fidelity 
audio environment. With the advancement of digital 
processing techniques, it has been possible to improve 
the Pulse Width Modulated (PWM) signal generation 
process, and recent research around the output stage has 
seen an increase in the number of switching-type 
amplifiers available to consumers. However, many of 

the available amplifiers are of a Class-D configuration 
or similar, and are not compatible with a digital audio 
format. Also, the digital amplifiers that are available 
still leave room for improvement. 
 
It is proposed that if a digital amplifier can be developed 
to perform to an equal or better standard than that of the 
current linear amplifiers available (as far as the human 
ear is concerned) then this new digital amplifier 
technology would have significant market potential. In 
quantitative terms, this typically means an amplifier 
with a Signal-to-Noise Ratio (SNR) of better than 96 dB 
(CD Quality), and a Total Harmonic Distortion (THD) 
of less than 0.01 %. 
 

2. BACKGROUND  
The common Class-A and Class-AB classes of amplifier 
are an analogue form of amplification where the devices 
in the output amplification stage spend the majority of 
time operating in their linear region. This means that 
these devices are dissipating power for the majority of 
the audio cycle and thus the amplifier is rather 
inefficient and bulky due to the large heat sinks 
required. 
 
A common solution is a lighter, cheaper and more 
efficient form of amplifier commonly called a switching 
amplifier. A switching amplifier is typically based 
around the concept of a PWM signal where the width of 
each pulse is proportional to the amplitude of the 
analogue control signal being amplified. In such an 
amplifier, this PWM signal is what is amplified, thus the 
devices in the output stage are ideally either on or off, 
and never operate in the linear region at any time. The 
resulting amplified PWM signal is then filtered with a 
low-pass filter to remove the switching component, and 
the resulting audio signal is delivered to the 
loudspeaker. Such an amplifier can reach efficiencies 
greater than 90 % [2,3,4]. 
 

The 16th Electronics New Zealand Conference (ENZCon), Dunedin, New Zealand, 18-20 November, 2009

1



The switching amplifier is commonly implemented as a 
Class-D type. A Class-D amplifier takes an analogue 
audio input signal and from this generates the PWM 
signal to be amplified. To achieve this, a reference 
triangle-wave signal is generated, and this is compared 
with the audio signal. These signals are shown in 
Figure 1, which shows that when the audio signal is 
greater than the triangle-wave, the PWM output is high 
(1), and when the audio signal is less than the 
triangle-wave, the PWM output is low (0). 
 

 
Figure 1: Source, reference triangle wave and resulting 

PWM signals. 
 
However, in a digital amplifier the input is taken from a 
digital representation of the audio, such as Pulse Code 
Modulation (PCM) encoded audio or Sony/Philips 
Digital Interconnect Format (SPDIF), and the PWM 
signal is generated in the digital domain. Digital 
amplifiers have become an increasingly active research 
topic in recent years, especially as its application to 
consumer audio has become apparent [5,6]. 
 
In this case, the PWM signal cannot be derived with an 
analogue circuit using the method above. A simplified 
block diagram for a digital amplifier is shown in 
Figure 2, and the focus of this paper is on feedback 
methods around the output stage. 
 

 
Figure 2: Digital Amplifier Block Diagram 

 

3. SOURCES OF ERROR 
There are many sources of error in the output stage 
leading to an amplified PWM signal that is far from 
ideal. Sources of error, as shown in Figure 3, include 
power supply ripple, voltage drops from the switching 
devices (typically MOSFETs, and sometimes flyback 

diodes), overshoot and undershoot, rise and fall times 
and turn on and turn off delays. Each of these unwanted 
artifacts is a source of THD in the resulting output audio 
signal. 
 

 
Figure 3: Sources of Error in the Switching Converter 

 
To overcome these sources of error, a feedback control 
is required to provide corrective measures. This can be 
achieved by adjusting the duty-cycle of the PWM signal 
accordingly. Although several feedback methods have 
been discussed previously [7,8,9], the focus of this 
paper is on One-Cycle Control [10,11] as it can correct 
for errors in a single PWM cycle period allowing for a 
faster correction and therefore resulting in a more 
accurate PWM signal. 
 

4. ONE-CYCLE CONTROL  
The feedback around the output stage is called 
One-Cycle Control [10,11] where the integration of 
each period of the PWM signal is forced to a value that 
is equal to, or proportional to, the control reference. 
 
Previously, One-Cycle Control has been implemented in 
the analogue domain as shown in Figure 4. The circuit 
includes an integrator (INT) to integrate the area under 
the PWM output signal over time, and a comparator 
(CMP) to compare the integrator output to a control 
reference voltage. As shown in Figure 5, when the 
integrator output Vint reaches the reference value -Vref, 
the PWM driving signal changes state and the integrator 
is reset. These signals are depicted in Figure 5 and show 
how the reference signal is negative for a PWM duty 
cycle of greater than 50 %, as the output PWM signal is 
the inverse of the driving PWM signal Q̄  . 
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Figure 4: One-Cycle Control 

  

 
Figure 5: One-Cycle Control Waveforms 

 
The act of resetting of the integrator circuit every cycle 
is performed by discharging capacitor C1 via switch Sr. 
It has been found that an error is introduced due to the 
finite time taken to discharge the capacitor [12]. This 
leads to a reduction in the area under the output PWM 
signal, and therefore results in an output that is 
non-linear. Another problem with an analogue circuit is 
that the low voltage signals in the analogue One-Cycle 
Control circuitry are prone to noise coupled from the 
relatively high voltage output stage. Furthermore, due to 
the nature of a digital amplifier, the control reference 
signal resides in the digital domain, and thus a 
conversion to an analogue reference signal, via a 
Digital-to-Analogue Converter (DAC) is required for 
the One-Cycle Control circuitry. 
 

5. THE DIGITAL IMPLEMENTATION  
A digital implementation of the One-Cycle control 
method is proposed in an attempt to eliminate the 

problems associated with the analogue version and is 
shown in  

Figure 6. As the control reference in a digital amplifier 
is already in the digital domain, it makes sense to 
implement the One-Cycle Control algorithm in the 
digital domain also. As shown, the switched output 
signal Vs is divided down to a suitable voltage via a 
resistor divider consisting of R1 and R2, and fed into 
the Analogue-to-Digital Converter (ADC). The digital 
values are then read from the ADC by a logic circuit in 
the Programmable Logic Device (PLD) which performs 
a digital summation and comparison, and generates the 
signals for the Driver. 
 

 
Figure 6: Digital form of One-Cycle Control 

 
The primary benefit of the digital implementation is the 
elimination of the requirement to reset an analogue 
integrator. The digital equivalent of this function is 
simply to clear or reset a digital counter back to zero or 
a predefined value. This can be achieved by a PLD logic 
circuit in a single clock cycle, and with a conservative 
clock frequency of 150 MHz, this equates to a time of 
less than 7 ns. 
 
Another benefit of the digital implementation is that any 
noise generated from the higher voltages and large 
transient currents involved in the output stage will not 
affect the operation of the logic circuit and thus the 
control results are essentially immune. There is also a 
potential reduction in component count as much of the 
control can be performed inside a single PLD chip. 
Alternatively, this function can be performed within a 
digital processor that performs other signal processing 
functions, which is already present in many digital 
amplifier systems. 
 
A further benefit of a digitally implemented One-Cycle 
Control is the ability to subtract the reference control 
value from the digital integrator rather than resetting the 
sum to zero. This means that any time domain errors 
associated with the sampling of the PWM signal can be 
accounted for, and corrected in the subsequent cycle. 
For example, if the integrator had a sum of 850, and a 
value of 100 was read from the ADC, while the target 
value was 900, then resetting the integrator to zero will 
cause an error of 50. However, if the target value was 
subtracted from the sum, the counter will begin the 
following cycle with a value of 50 (850 + 100 – 900), 
and the average of the two cycles will be correct. Not 
only is this almost impossible to achieve with an 
analogue implementation, but information is also lost 
during the time taken to reset the integrator. 
 
However, the digital implementation of the One-Cycle 
Control method also has two disadvantages. Firstly, as 
the PWM output signal must be converted to a digital 
form via an Analogue-to-Digital Converter (ADC), a 
quantization error is introduced. Secondly, the limited 
clock frequencies of a digital circuit also introduce an 
error as the PWM output signal can only be sampled a 
finite number of times per second, and thus the potential 
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to lose error information present in the PWM output 
signal is introduced. 
 
Work is currently underway to examine whether the 
benefits of a digital form of One-Cycle Control will 
outweigh the disadvantages. If it does, then this will 
lead to an overall reduction in the error component of 
the output PWM signal, and an improvement in the 
THD and SNR of the resulting output audio signal that 
is delivered to the loudspeaker is achieved. 
 

6. PROGRESS 
So far several prototype versions have been developed. 
The latest revision is two separate 4-layer circuit boards 
for a comparison between both the analogue and digital 
versions which are shown in Figure 7 and Figure 8. 
Both circuits include a Xilinx XC2C256 complex 
programmable logic device (CPLD) running at 
150 MHz, and development and testing is being 
performed with an output PWM frequency of between 
250 kHz and 800 kHz. 
 

 
Figure 7: Prototype Analogue (Top) and Digital Digital 

(Bottom) One-Cycle Control Boards - Top View 
 
The analogue prototype has a standard One-Cycle 
Control feedback implementation, where a digital 
reference signal is converted to an analogue reference 
voltage using a 16-bit ADC. A high speed op-amp with 
a sufficient slew rate has been chosen for the integrator 
function. Also, a small value for the capacitor (1 nF) has 
been chosen, combined with a low impedance analogue 
switch, to minimize the time to reset the integrator. 
 

 
Figure 8: Prototype Analogue (Top) and Digital 

(Bottom) One Cycle Control Boards - Bottom View 
 
The digital implementation uses a high frequency 10-bit 
ADC to convert the output PWM signal to a digital 
value at a rate of 75 million samples per second 
(MSPS). These values are fed into a digital integration 
counter and comparator circuit in the CPLD which 
generates the resulting PWM signal to be amplified. A 
tradeoff exists between the sampling frequency and 
resolution of the ADC. Of course, to get the most 
accurate feedback control, the PWM signal should be 
sampled at the highest possible frequency with the 
highest possible resolution (number of bits). However, 
the current technology available is somewhat limiting, 
and it is difficult to obtain a reasonably priced ADC that 
can operate above 100 MHz, with a resolution of 
16 bits. Those that were able to be sourced cost over 
NZ$150 ea. 
 
The two feedback circuits are operational and the 
investigation into comparison of the two amplifiers is 
currently ongoing. One issue that has arisen is an 
instability that occurs when the negative power supply 
rail is greater than the positive, which has been 
identified and discussed in [12]. The result is a 
sub-harmonic oscillation at half the switching frequency 
as shown by the pink trace in Figure 9. As the solution 
for the analogue implementation is to add a common 
offset to Vs and -Vref, an equivalent solution should 
exist for the digital implementation that can be included 
in the CPLD. However, the issue can be avoided for the 
purpose of comparative testing and is therefore not a 
concern. 
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Figure 9: Sub-harmonic Oscillation in Analogue 

Feedback 
 
Once some definitive comparative results have been 
obtained from the two prototypes, the effect of 
constraints such as the resolution and sampling 
frequency of the ADC, the clock frequency of the CPLD 
and the time taken to reset the integrator, will be clearer. 
At that stage, the feasibility of a digital implementation 
of One-Cycle Control will be determined, and its place 
in a commercial digital audio amplifier will be known. 
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A Model Predictive Control toolbox intended for rapid prototyping
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Abstract: Model predictive control (MPC) is a powerful control strategy that handles multi-

variable constrained dynamic systems. It is however very different from classical

feedback controllers, and demands different design skills. Furthermore, until re-

cently MPC, due to its internal constrained optimiser, was ill-suited for embedded

controllers designed to tackle high-speed applications. This paper introduces an

object-orientated MPC framework, an MPC graphical-user interface intended for

testing and tuning MPC applications, and an MPC implementation in SIMULINK

suitable for subsequent compiling and auto-code generation for embedded devices.

Keywords: Model Predictive Control, embedded, development tools.

1 INTRODUCTION

Model Predictive Control, or MPC, is one of a family of

predictive controllers that have seen widespread use in the

chemical processing plants over the last few decades, not

the least because of its elegant constraint handling abil-

ities, [1]. Today MPC is regarded as one of the most

successful advanced process control strategies available,

[2]. In addition to constraint handling, it possesses attrac-

tive features such as intuitive tuning, the ability to opti-

mally handle non-square systems, and it must be admitted

slightly less convincingly, nonlinear plant dynamics, [3].

However MPC, or at least the current commercial im-

plementations such as those surveyed in [4], suffer a se-

rious shortcoming; being an optimal controller, they are

computationally demanding. Consequently to date MPC

applications have been mainly in the chemical processing

industries in part due to three reasons, [5]. First the in-

dustrial plant time constants are relatively slow, in the or-

ders of minutes to hours; second, operational constraints

on a chemical plant are often safety-critical and therefore

should be an integral part of the control design, and fi-

nally the complexity of the MPC design means that it is

more economical to implement it once on a plant-wide or

unit-wide application. These reasons may also explain the

paucity of MPC applications outside the process control

community. The MPC algorithm is described in detail in

numerous texts, [2, 6, 7], all of which give an appreciation

of the level of computation required.

Notwithstanding the computational complexity of

MPC, we believe that there is no reason why an MPC

could not work adequately on embedded hardware such as

field programmable gate arrays (FPGAs) at high speed. If

this is achievable, as recent work in [8] seems to suggest,

then MPC could be applied to much faster systems such as

unmanned vehicles, auto-pilots, intelligent sensors where

the same control benefits could open up new opportunities

in robotics and intelligent systems.

Currently however, a generic and flexible implemen-

tation of MPC requires substantial processing even to

achieve sampling rates of around 1kHz, far more for ex-

ample than classical optimal controllers such as LQG.

For smaller, power or weight critical applications (such

as those mentioned above), we need an alternative, high

speed and small footprint processing platform, such as an

FPGA. Developing an MPC in embedded hardware is not

unique, (see for example [9–11] for FPGA applications

and [12] for PLC), but to date, substantial algorithm mod-

ifications such as shortening the prediction horizons, or

replacing the online optimisation with a table-lookup are

required for it to be practical, [13].

2 THE QUADRATIC PROGRAM INSIDE AN

MPC

The model predictive controller delivers a future sequence

of control moves, ∆u, over the immediate future control

horizon, Nc, such that the cost function

J =

Np
∑

j=1

||ŷk+j|k − y⋆
k+j|k||2 +

Nc
∑

j=1

||λ∆uk+j|k||2 (1)

The 16th Electronics New Zealand Conference (ENZCon), Dunedin, New Zealand, 18-20 November, 2009

7



is minimised. The vectors ŷ,y⋆ are the estimated future

output of the plant, and future setpoints, and λ is a weight-

ing factor. The prediction and control horizons, Np and Nc

respectively, specify how long the optimisation is to take

place, and are important tuning parameters. The objective

function is constrained by the plant dynamics, in this pa-

per assumed linear, but not necessarily stable, and possible

linear output, input, and input rate constraints. With some

algebraic manipulation (see [2, 7] for the details), the ob-

jective function and constraints can be re-written as

min
∆u

J =
1

2
∆uT H∆u + fT ∆u

subject to: A∆u ≤ b

(2)

which is a standard quadratic program to be solved each

sample time.

2.1 MPC QP dimensions

The characteristics of MPC problems that until recently

were dominated by the process control community were

that the sampling rate was relatively sparse when com-

pared to the dominant time constant; the systems were

linear, or at least possessed differentiable nonlinearities;

and the plants of interest were dominated by deadtimes or

unusual responses such as non-minimum phase or inverse

responses. The latter characteristic being a consequent of

the fact that the default PID control did not suffice.

For a MIMO system with n states, m inputs and p out-

puts, the number of decision variables of the QP formu-

lation of MPC in Eqn. 2 is nd = mNc. From this it fol-

lows that the dimensions of H are (mNc × mNc), and

the dimensions of the constraint matrix A are ((2pNp +
4mNc) × mNc). Thus for a typical problem in pro-

cess control, say n = 10, m = p = 2, with horizons

Np = 50, Nc = 25, the transpose of the constraint matrix,

A, of dimensions (50× 400) is shown in Fig. 1. These di-

mensions, admittedly on the large size, are consistent with

the recommendations given in [14, p555].

Clearly the A matrix exhibits considerable structure,

and this structure could be exploited in the QP algorithm.

The diagonal lines are the upper and lower constraints on

∆u, the triangular sections are the upper and lower con-

straints on the u, while the trapezium structures are the

output maximum and minimum constraints. One option

not utilised at present is that the straight decision variable

bounds are not removed from A to be treated separately.

2.2 QP algorithms

Currently there are two approaches for solving the QP in

Eqn. 2, one is solving the full classical QP at each itera-

tion perhaps exploiting solutions obtained at previous iter-

ations. The other approach, popular for embedded appli-

cations, is known as parametric MPC is where the solution

is computed a priori thereby reducing the online computa-

tion to a table look-up, [15, 16]. Attractive though this may

be, the approach does not scale well, so consequently con-

trol designers typically employ very simple models with

very short time horizons.

A recent example highlighting the difficulties of imple-

menting MPC on FPGA hardware is given in [11] where

the largest report application is a model helicopter applica-

tion with 6 states, 2 inputs, 3 outputs and only input con-

straints. With a prediction horizon of 1, they achieve a

loop time of 6.45µs with 202kB of FPGA memory. (To

put this in perspective, our intended target FPGA has only

45kB on chip.) Increasing the prediction horizon to 2

(which equates to a QP with 4 decision variables), can be

solved in 10µs, which while extremely fast, requires an

unrealistic 62MB to store the parametric representation of

the system. Such poor scaling properties seriously ques-

tions the reason for employing MPC in the first place, so

for this reason our approach has been to stay with the full

QP, but to streamline and optimise the algorithm to deliver

a reasonably fast, reliable solution.

Our MPC toolbox allows the user to choose one of five

QP solvers. Only one, quadprog from the Optimisa-

tion toolbox for MATLAB, [17], is designed to solve non-

convex QP problems. However, numerical round-off is-

sues aside, the MPC QP problems are always positive def-

inite. The second QP solver is an adaption of the Hildreth

algorithm in [6]. While this algorithm can be expressed

succinctly in MATLAB code, it regularly fails to converge

on modestly sized well-posed problems. The GUI also

contains two algorithms from an earlier toolbox from [18].

One of these is an interior point, the other is an active set

method. The final QP algorithm is one adapted from [19]

which is our solver of choice.

2.3 Performance of QP algorithms

Fig. 2 shows the execution timing for solving the QP for a

randomly generated MPC problem with a 15 state system

with 3 inputs, 3 outputs and varying horizon lengths of

2 < Nc < 30 with Np = Nc + 10. The timings in Fig. 2

are relative to Wright’s QP algorithm. All three algorithms

generated solutions of comparable accuracy.

One heuristic we have added to the QP solution step is

that we first solve the relaxed optimisation problem assum-

ing no constraints are active,

∆u⋆ = −H−1f . (3)

As shown subsequently in Fig. 4, for the majority of the

samples, this is the case so we deftly avoid the full QP

solution step.

As an aside, it is interesting to note that automatically

compiling the MATLAB Wright QP algorithm to C slows

down the code by an order of magnitude for the sizes of
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Figure 1: The sparsity pattern and structure of the constraint matrix, AT in the MPC formulation given in Eqn. 2. The

blue symbols are positive values; red negative.
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Figure 2: Timing of the Hildreth and Matlab’s quadprog

QP solvers compared to Wright’s QP for a series of MPC

problems with random dynamics.

problems of interest as shown in Fig. 3. Carefully hand-

coding a C implementation and exploiting the appropriate

BLAS and Lapack subroutines is slightly faster for small

problems, but again drops in speed to only 80% of the

carefully optimised MATLAB implementation.

This is, we believe, due to recent advantages in the just-

in-time compiling of the MATLAB code, the fact that the

profiling reveals that the majority of the time spent is in

key linear algebra components, and that we have spent

considerable effort optimising the MATLAB code itself.

We also note that MATLAB will exploit the modern archi-

tecture of today’s gigahertz processors.

2.4 Performance of the MPC algorithm

There is a subtle difference between the performance of

the algorithm solving a constrained QP, and the overall

MPC. One of the interesting features of the MPC con-

troller is that there is a huge difference in computation

load between solving a constrained optimisation QP with

no prior information, and solving an unconstrained optimi-

sation problem which is simply a matter of solving Eqn. 3

where the Hessian H can be factored offline. In practice,

one pre-computes the Cholesky factor of H = RT R, and

then online one must simply execute one forward substitu-
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Figure 3: Comparing the timing of an auto-generated C

code (mcc) implementation of Wright’s QP, a hand-coded

C implementation (mex), and an optimised MATLAB m-

file implementation.

tion followed by a backward substitution, or in MATLAB

notation, du = R\(R’\f).

For cases when the optimisation problem is constrained,

then some savings can be made by using the previous opti-

mal solution, appropriately shifted, as an initial start guess.

As it turns out, this warm start procedure is not as bene-

ficial as it seems cutting down less than a quarter of the

iterations. Fig. 4 shows the near-perfect MPC control and

timing breakdown for a second order non-minimum phase

example, G(s) = (−5s+1)/((3s+1)(s+1)). (Note that

due to the significant right-hand plane zero, PID control

of such an inverse response plant is a challenge.) In this

example, the limiting constraint is the rate limiter on ∆u,

and the controller is allowed to take advantage of future

setpoint changes.

In this example, one can see that the seemingly unim-

portant assembly of the vectors f and b in Eqn. 2 take

around 0.6 ms which is comparable to the 1ms the QP

takes to solve the constrained optimisation problem using

around 10 iterations. We also note that 10 iterations lies

at the upper end of the range recommended in [8] after in-
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Figure 4: Timing breakdown of an MPC implementation

for a SISO non-minimum phase (inverse response) appli-

cation.

vestigating 12 MPC problems with different dimensions.

3 THE MPC OBJECT ENVIRONMENT

The design of an MPC controller encompasses a wide va-

riety of topics from model identification, optimisation al-

gorithms, tuning, and testing. For this reason, we have

chosen to develop an MPC object which in turn exploits

the advantages of the relatively recent developments in the

object-orientated capabilities of MATLAB. This object not

only contains the dynamic plant (in any one of various

forms), but also plant models (which may not necessarily

be the same), controller specifications such as prediction

horizons, sample time, controller weights etc, and the in-

put, output and rate constraints.

The development of such a tool was not prompted for

undergraduate university education, but rather industrial

use. In our activities running industrial short courses in

control, we find that those most interested in MPC are con-

trol engineers who are comfortable with PID controllers,

and are very curious about the potential of MPC. Specif-

ically they want to play with the controller, varying hori-

zons, introducing increasing amounts of model/plant mis-

match, adjusting constraints, and especially comparing it

to controllers in their comfort zone such as PID and vari-

ants. Even those companies that do run a commercial

MPC such as Pavilion Technologies’ Pavilion8, Honey-

well’s RMPCT or Perceptive Engineering find that this

tool is easy to use and most of all encourages safe explo-

ration.

At present, the tool does not allow the possibility

of time-varying constraints, time-varying weightings, or

blocking, although that functionality could be easily

added. While the internal model used in the MPC con-

troller is linear, one can use a nonlinear plant model, per-

haps to explore model/plant mismatch, or even control

an actual plant using the SIMULINK implementation de-

scribed in section 3.2 with a data acquisition card. It is

also possible to enable the MPC controller to exploit fu-

ture setpoint changes if known.

Such a toolbox is not unique of course, the commer-

cial MPC tool box, [20] is one example, but we believe

our version has a number of advantages. First it simplifies

some of the less-used MPC options such as time-varying

constraints, and the scrolling screen with the future pre-

dictions is a useful addition. Second the underlying object

design means that we can re-use this tool in many other

controller design studies. But most importantly, is that this

MPC tool is designed to support our parallel work in de-

veloping development tools for MPC to run on FPGAs.

And finally, there are some cost advantages for us.

3.1 The MPC graphical user interface

To aid the design of model-predictive controllers, and to

assist new users in MPC we have developed a graphical

user interface (GUI) for the design and testing of MPC

controllers. Fig. 5 shows the interface demonstrating the

MIMO control of a 3 degree of freedom model helicopter.

The GUI design shows the input/output trends on the

left, complete with green/red lights showing if constraints

are active. The right panels allow the user to interactively

adjust the various horizons, controller weights, and con-

straints.

The tool accepts a wide variety of models: linear dis-

crete or continuous (or a mixture), transfer function or

state-space, with, or without deadtime. One can even spec-

ify a nonlinear plant, although the model internally used

within the MPC will be linearised. The tool also allows

one to specify a different dynamic system for the plant

than for the model thus enabling the exploration of mod-

el/plant mismatches.

This is no limit to the size of the models that can be

used, but the practicalities of the GUI plotting are such

that systems with more than half a dozen i/o rapidly get

confusing. However in these cases, one can readily export

the data for plotting externally.

The screen capture in Fig. 5 also demonstrates the

power of MPC. In this case we have a non-square model

helicopter plant with 2 input rotors and 3 outputs: azimuth,

elevation and pitch. Also depicted are the output con-

straints (dotted lines), and the future predictions for both

the inputs and outputs to the right of the solid line two

thirds along the scrolling trend.

It is also possible to exchange the system with raw
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Figure 5: The Model Predictive Control graphical user interface controlling a 3 DOF Quanser helicopter. Note the

depiction of the future input and output predictions.

MATLAB thereby utilising all the existing controller de-

sign tools within that environment as well as explicitly

constructing the MPC object. For example, for the SIMO

plant and model

G =







s− 1

s + 1
s + 2

s2 + 4s + 5






, Ĝ =







1.2s− 1.1

1.4s + 1.7
1.5s + 2.2

1.2s2 + 4.4s + 5.1







(4)

with various constraints is coded with

1 % Specify MIMO plant & model

Gp=tf({[1,-1],[1 2]}, ...

{[1 1],[1 4 5]}); % Plant

Gm=tf({[1.2 -1.1],[1.5 2.2]}, ...

{[1.4 1.7],[1.2 4.4 5.1]});% Model

6

Ts=0.1;Np=10;Nc =5; % Ts, Nc, Np

setp = 1;

% Specify i/o constraints, & controller weights

Constraints.u = [-5 5 2.5;

11 -5 5 2.5];

Constraints.y = [-5 5];

Weights.uwt = [0.1 0.2]';

Weights.ywt = [0.1]';

16 Ex1=jGUI(Gp,Gm,Weights,Constraints, ...

Np,Nc,Ts,State_Est,setp);

The MPC object, Ex1 created in the last line of the script

can now be directly loaded into the GUI.

3.2 The MPC controller block for Simulink

Fig. 6 shows the MPC controller as implemented in

SIMULINK. One needs only to drop our MPC object into

the MPC controller block, and, provided the plant is not

too dissimilar, the simulation will reproduce a controlled

response. Since the SIMULINK tool uses the same MPC

object as the GUI described in section 3.1, one could

easily export the models and associated properties (con-

straints, controller horizons etc, and algorithmic details)

to the SIMULINK block.

Result

From
Workspace2

simopts.frm.ydist

simopts.frm.udist

simopts.frm.setp

Discrete Plant

y 

x 

 u

Discrete MPC (sim)

setp

yp

u

delu

xm

ym

Figure 6: Implementing the MPC controller block for an

arbitrary plant in the SIMULINK environment.

The jMPC toolbox is available from www.auckland.

ac.nz/i2c2.
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4 CONCLUSIONS

The intuitiveness, the ease of tuning, and the optimality are

persuasive features of Model Predictive Control which in

part account for the increasing interest in industry. How-

ever the underlying philosophy of the controller is quite a

departure from the classical feedback PID which industry

is comfortable with, so to sell the idea of advanced con-

trol, we need elegant, easy to use tools. This paper de-

scribes one implementation of an MPC controller that is

suitable for real-time control, and is the first stage in the

development of predictive controllers designed for high-

speed embedded applications such as those implemented

on FPGA hardware.

The maximum obtained sampling frequency for a chal-

lenging SISO model is over 1kHz on a 3GHz desktop PC,

while sampling rates of 200Hz are possible for the heavily

constrained MIMO helicopter case. These numbers, being

similar to those reported in [8], suggest that this imple-

mentation qualifies for the ‘fast’ MPC label.
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Fast Counters using a Modified Fibonacci Number System
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Abstract: We describe a fast counter design that uses a modification of the Fibonacci number

system. This design achieves high speed with a relatively small amount of logic.

We compare this with other common counter designs including radix-2 counters,

redundant radix-2 counters and linear feedback shift registers, investigate exten-

sions of this design to saturating counters and counters using k-Generalised Fi-

bonacci numbers, and describe some applications.

Keywords: Counter, Number Representation, Fibonacci

1 INTRODUCTION

Fast, power-efficient event-counters are widely used in

processor power management [1, 2], network manage-

ment [3] and high-speed measurement in particle physics

experiments [4].

One issue with radix-2 (the conventional ‘’binary’)

counters is that there is a requirement to propagate the

carry bit each cycle, so that operations such as

011111112 + 12 = 100000002

are performed correctly. This requires carry logic [5]

which is either slow or expensive. The work that has been

done on this includes designs for anticipating the carry to

give a constant time counter [6] and fast carry lookahead

adders [7].

Various schemes for redundant counters [8] which have

more than one register per bit have also been proposed that

enables only one stage of carry propagation is required.

Such a scheme is known as carry free addition.

In some circumstances, Linear Feedback Shift Registers

(LFSRs) [9] can be used for extremely fast counters where

reading the value of the counter is not required.

In this paper we propose a design for a carry free

counter based on the Fibonacci number system.

1.1 Fibonacci Number System

The Fibonacci number sequence, {Fi} is defined by the

recurrence:

Fn =











0 n = 0

1 n = 1

Fn−1 + Fn−2 n > 1

(1)

The first few Fibonacci numbers are

0, 1, 1, 2, 3, 5, 8, 13, 21, 34, . . .. It can be shown that

Fn ! φn

√
5

, where φ =
√

5+1
2 is the Golden Ratio.

Zechendorf’s Theorem[10] states that any non-negative

integer n can be uniquely represented as

n =

r
∑

j=1

Fij
(2)

where ∀1 ≤ j ≤ r, ij ≥ 2 and ∀1 ≤ j < r, ij ≥ ij+1 + 2.

The Fibonacci number system [11] uses this to rep-

resent any non-negative integer, n, as a sequence

bm−1bm−2 · · · b1b0F where each bi is either ‘0’ or ‘1’ and

the subscript F denotes that position i has the value Fi+2,

so

n =

m−1
∑

i=0

biFi+2 (3)

In the Fibonacci number system there are never two adja-

cent 1’s.

1.2 Modified Fibonacci number representation

The Fibonacci number representation in the previous sec-

tion does not immediately make the system carry free. For

example

010101010101F + 1F = 100000000000F (4)

If the requirement that there are never two adjacent 1’s is

relaxed, changing it to a requirement that there are never

more than two adjacent 1’s (which will be referred to as

the adjacency constraint), we obtain a modified Fibonacci
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representation in which an efficient counter can be de-

signed. Using this, Equation 4 becomes

010101010101F + 1F = 010101010110F (5)

Note that the uniqueness of the representation is lost,

so this is no longer a number system [11], so we call it a

number representation. For instance the number 16 can be

represented by 100100F , 100011F or 011011F . 011100F

would also represent this number, but would violate the

adjacency constraint.

2 THE FIBONACCI COUNTER

If we consider an integer n represented in the modified

Fibonacci number representation, we can define an incre-

ment operator σ(n) with the following two steps on each

group of three adjacent elements in the representation of

n:

1. Partially perform any outstanding carries by exam-

ining once each sequence of adjacent three bits (we

allow overflow by temporarily adding a leading 0 and

dropping that bit afterwards — if that bit was 1, it

overflowed), and replace 011 by 100.

2. To perform the increment, we substitute the lower

two bits in the following way: 00 → 01, 01 → 10,

10→ 11.

The first (partial carry) step can be reduced to replacing

z11 by 100 (where z represents either a 0 or a 1) as because

of the adjacency constraint, z must always be 0. It can

also be done in parallel with the second step, as we are not

propagating the carries.

In the second step, we never need to substitute 11 in the

lower two bits, because it will have been removed in the

first step. The steps in this algorithm can be composed to

yield Equation 6 and Figure 1. It is worth noting that each

bit only depends on the value of 4 previous bits. Table 1

shows the increment sequence if a counter is started at n =
0, compared to the standard Fibonacci number system.

b′m−1b
′
m−2 · · · b′1b′0F = σ(bm−1bm−2 · · · b1b0F ) where

b′i ←



















bibi−1 ∨ bi−1bi−2 i = m− 1

bi+1bibi−1 ∨ bi−1bi−2 1 < i < m− 1

b2b1b0 ∨ b1b0 i = 1

b1 ∨ b0 i = 0

(6)

D D D D D D

Q Q Q Q Q Q

Figure 1: Fibonacci counter

n Standard Counter n Standard Counter

0 000000F 000000F 10 010010F 010010F

1 000001F 000001F 11 010100F 010011F

2 000010F 000010F 12 010101F 010101F

3 000100F 000011F 13 100000F 010110F

4 000101F 000101F 14 100001F 011001F

5 001000F 000110F 15 100010F 100010F

6 001001F 001001F 16 100100F 100011F

7 001010F 001010F 17 100101F 100101F

8 010000F 001011F 18 101000F 100110F

9 010001F 001101F 19 101001F 101001F

Table 1: Standard Fibonacci number system and modified

Fibonacci increment sequence.

3 RADIX-2 COUNTERS

There has been much research into radix-2 counters [6, 5].

A carry ripple counter is the simple implementation of

a counter where each clock cycle the carry has to propa-

gate through each bit of the counter using a carry chain

as shown in Figure 2. This requires very little logic but is

very slow (delay O(m) for an m bit counter).

D

Q

D

Q

D

Q

D

Q

D

Q

D

Q

Figure 2: Radix-2 counter with carry chain (clock and re-

set signals omitted)

A carry lookahead counter is a refinement of the carry

ripple counter, where the the full carry chain is avoided by

using higher fan-in gates as shown in Figure 3 or a tree.

The best case for using a tree brings the delay of an m-bit

counter down to O(log m), but at the expense of increased

logic — there are now O(m log m) AND gates. This tech-

nique is usually used for fast radix-2 adders [7].

A constant time counter [6] can be constructed that di-
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D

Q

D

Q

D

Q

D

Q

D

Q

D

Q

Figure 3: Radix-2 counter with lookahead carry (clock

and reset signals omitted). The multiple input AND gates

could be replaced by a tree

vides a counter into chunks to amortise through all cycles

the bursts of long yet rare carries, by using the carry from

each block as the clock to the next block as shown in Fig-

ure 4. While the counter as a whole is synchronous, his

has some signals propagating over multiple clock cycles,

and makes setting or resetting the counter with a particular

value a slow operation. This counter design is small and

fast, requiring a similar amount of logic to a carry ripple

counter, and having a propagation delay of no more than

twice the propagation delay of a three input gate.

4 bit carry ripple<= 64 bit carry ripple counter

Carry_out

D

Q Clock

Figure 4: Constant time radix-2 counter. The carry out

from each stage is ANDed with the clock signal to form

the clock for the next stage

In comparison with this, Fibonacci counters have a

similar size per bit to the carry ripple counter and con-

stant time counter, and similar speed to the constant time

counter. However as will be seen in Section 4.1, a Fi-

bonacci counter requires more bits to store a particular

range of values.

4 COUNTER EFFICIENCY

It is useful to have some measures for how efficient the

various options for counters are. In particular, we con-

sider representation efficiency, which can be used to de-

termineshow many bits are required to store a particular

value, and conversion to and from radix 2. Other effi-

ciencies such as area per bit, propagation delay and power

use depend on the implementation technology, so are only

compared qualitatively.

4.1 Representation Efficiency

Representation efficiency is a measure of how well a value

is ‘packed’ into the available bits.

We first define the number of states an m-bit counter

traverses before overflowing or reaching a terminal value

as N(m). The states of the counter will typically be made

to correspond with the integer values {0, 1 . . . , N(m)−1}.
Some values for Nfib(m) are shown in table 2.

Representation efficiency of a counter can then be de-

fined as

R(m) = m
√

N(m) (7)

This has a limit

R = lim
m→∞

R(m) (8)

= lim
m→∞

N(m+1)

N(m)
(if this limit exists) (9)

The representation efficiency of several counters are

given in Figure 5. In particular, the representation effi-

ciency of radix-2 is 2 (the best possible), and the represen-

tation efficiency of a Fibonacci counter is φ.
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Representation Efficiency for Various Counters

Radix-2

Fibonacci

Saturating Fibonacci

Fully Redundant Binary

1-2-Redundant Binary

LFSR

Figure 5: Representation efficiency for counter sizes up to

30 for the radix-2 counter (Section 3), Fibonacci counter

(Section 2), Saturating Fibonacci Counter (Section 7.1)

and the counters in Section 6

5 CONVERSION TO AND FROM RADIX 2

For some applications, it may be desirable to convert num-

bers in the Fibonacci number system to or from a radix-

2 representation. Conversion from the Fibonacci number

system to radix-2 can be performed using the following

algorithm.
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m 1 2 3 4 5 6 7 8 9 10 m

Nfib(m) 2 4 6 10 15 24 37 59 93 149 ∼ φm+2

√
5

+*m
2 +

Table 2: Number of states of an m-bit Fibonacci Counter

f i b o n a c c i t o r a d i x 2 ( bm−1 · · · b1b0F ) !→ r a d i x −2

n ← 0
c ← 1
l ← 1
f o r i i n c r e m e n t i n g from 0 t o m−1

i f bi = 1
n ← n+c

(c, l) ← (c+l, c)
r e t u r n n ;

For an m-bit Fibonacci number, this will require either

2m radix-2 additions, or m radix-2 additions and a size m
lookup table.

Conversion from an m-bin radix-2 to the Fibonacci sys-

tem requires a m radix-2 additions, m radix-2 compar-

isons with zero, and either m radix-2 subtractions or a size

m lookup table.

r a d i x 2 t o f i b o n a c c i (n ) !→ f i b o n a c c i

c ← Fm+2

l ← Fm+1

f o r i d e c r e m e n t i n g from m−1 t o 0
d ← n−c

i f d ≥ 0
bi ← 1
n ← d

e l s e

bi ← 0
(c, l) ← (l, c−l)

r e t u r n bm−1 · · · b1b0F ;

This suggests that using the Fibonacci number system

for counters is only useful where conversions to or from

radix-2 are either not required or are infrequent.

6 COMPARISON WITH OTHER COUNTERS

There are other sorts of counters that can be used where

a fast counter is required. We discuss redundant binary

counters and LFSRs.

6.1 Redundant Binary

Redundant number representations [12, 8] are widely used

to for carry-free addition, and so make efficient counters.

In redundant binary representation, each binary digit is a

pair of bits, which commonly have the values {−1, 0, 1} or

{0, 1, 2}. The redundancy means that addition (therefore

increment) can be performed carry free. The represention

efficiency is poor however, requiring 2 bits for each extra

binary digit, or R =
√

2. Also, converting to or from

ordinary radix-2 representation is very easy.

6.2 Hybrid Redundant Binary

There are many hybrid schemes [8], but the one consid-

ered here is having the alternate binary digits stored in 1

or 2 bits (which we call 1-2-redundant binary), where the

least significant digit requires 1 bit. This is still very fast,

with no more than two levels of carry being required, and

a better representation efficiency of R = 3
√

4
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Q

D

Q

D

Q

D

Q

D

Q

D

Q

Figure 6: Hybrid redundant binary counter

6.3 Linear Feedback Shift Registers

LFSRs can be used as extremely efficient counters [9], re-

quiring very little logic for the increment operation. How-

ever the transformation from LFSR state to a correspond-

ing radix-2 value is difficult. For small n this can be ac-

complished using a look-up table, but this becomes diffi-

cult for large n. Some work has been done on this prob-

lem [13], but large lookup tables are still required. They

have very good representation efficiency (with a limit of

2). The average number of bit transitions per increment

is proportional to the counter width m, whereas the av-

erage number of bit transitions for all the other counters

is bounded by a constant, so for some technologies (such

as CMOS), LFSRs may consume more power than other

counters.

7 EXTENSIONS TO THE FIBONACCI

COUNTER

7.1 Saturating Fibonacci Counter

A variation of the Fibonacci Counter is to only replace

011 by 100 if all those bit positions exist, so instead of

11zz · · · zz being replaced by 00zz · · · zz, it would be left

as 11zz · · · zz. The values for a 5 bit saturating counter

is shown in Table 3 As a result of this are that the ad-

jacency constraint is no longer satisfied, so we replace it

with a saturating adjacency constraint that requires that

there are never more than two adjacent 1’s if a higher bit
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position contains a 0. This is equivalent to specifying that

the sequence 0111 never occurs. A saturating counter “sat-

urates” at its maximum value in that 11 · · ·11→ 11 · · · 11,

so an m bit saturating counter has a larger maximum value

than a non-saturating counter. The equations for this are

shown below

b′i←































bi ∨ bi−1bi−2 i = m−1

bi+1bibi−1 ∨ bibi−1bi−2 ∨ bi+1bi i = m−2

bi+1bibi−1 ∨ bibi−1bi−2 ∨ bi+2bi+1bi 1<i<m−2

b2b1b0 ∨ b1b0 ∨ b3b2b1 i = 1

b1 ∨ b0 i = 0

n Counter n Counter n Counter

0 00000F 7 01010F 14 11001F

1 00001F 8 01011F 15 11010F

2 00010F 9 01101F 16 11011F

3 00011F 10 10010F 17 11101F

4 00101F 11 10011F 18 11110F

5 00110F 12 10101F 19 11111F

6 01001F 13 10110F

Table 3: 5 bit Saturating Fibonacci Counter

For an m bit counter, the number of states Nsat(m)
that can be represented is shown in Equation 10 and Ta-

ble 4, and is approximately a factor of φ better than a

non-saturating counter, although they have the same rep-

resentation efficiency. Typically an saturating Fibonacci

counter requires one less bit than a non-saturating Fi-

bonacci counter. A non-saturating Fibonacci counter re-

quires more complex logic to implement than a saturating

Fibonacci counter, with each bit being determined by the

value of 5 of the previous bits.

Nfib−sat(m) =
m+1
∑

i=2

Fi + 1 !
m+1
∑

i=2

φi

√
5

+ 1

=
φm+3 − φ3

√
5

+ 1 ! φm+3

√
5
− 1

7.2 k-Generalised Fibonacci Numbers

Instead of using the Fibonacci sequence, we could gen-

eralised Fibonacci numbers[14] such as Tribonacci F 3
n or

Tetranacci F 4
n . The first few values of the Tribonacci se-

quence are 0, 0, 1, 1, 2, 4, 7, 13, 24, 44, 81, 149, . . ., where

Fn = Fn−1 + Fn−2 + Fn−3 for n > 2.

Now the equivalent of Equation 3 becomes

n = bm−1bm−2 · · · b1b0F k =
m−1
∑

i=0

bkFi+k (10)

For a Tribonacci counter, the adjacency constraint is that

there are no more than 3 ‘1’s in a row, and the represen-

tational efficiency is R ! 1.839287 (the positive root of

x3 − x2 − x − 1), which is considerably better than for

Fibonacci counters. The disadvantage is more complex

logic to perform the increment — in general each bit de-

pends on the state of 6 of the previous bits. The equations

for increment are:

b′i ←















































bibi−1 ∨ bibi−2 ∨ bi−1bi−2bi−3 i = m− 1

bibi−1 ∨ bi+1bibi−2 ∨ bi−1bi−2bi−3 i = m− 2

bi+2bibi−1 ∨ bi+1bibi−1∨
bi+1bibi−2 ∨ bi−1bi−2bi−3 2<i<m−2

b4b2b1 ∨ b3b2b1 ∨ b3b2b0 ∨ b2b1b0 i = 2

b3b1b0 ∨ b2b1b0 ∨ b1b0 i = 1

b2b1 ∨ b0 i = 0

Otherwise the advantages and disadvantages are similar

to those of Fibonacci counters.

8 CONCLUSION

Fibonacci counters offer a counter option where speed

is important and representation redundancy is not an is-

sue. These counters compare well with redundant radix-2

counters, the only disadvantage being that conversion to

or from radix-2 representation is more expensive. They

also offer a saturating counter with only a little extra logic,

and related counters such as Tribonacci counters may also

offer advantages.

8.1 Applications of Fibonacci Counters

Applications of Fibonacci counters depend on representa-

tion redundancy not being an issue, so for instance they are

no use at addressing an array in memory. However, some

applications might include:

• Event counters. These are often required to be

very fast, and are widely used in power manage-

ment. Other examples might be counting fast physi-

cal events [4]. A consideration here is that ‘readout’

(converting to radix-2) must not be a time critical op-

eration.

• Timers. Counting a particular number of cycles is

a good use for these counters, as they are fast and

such applications typically don’t require a ‘readout’

stage. They have an advantage over LFSRs, as with

the appropriate initial settings they can be set up so

that only a single bit needs to be checked for expiry

of the timer.
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m 1 2 3 4 5 6 7 8 9 10 m

Nfib−sat(m) 2 4 7 12 20 33 54 88 143 232 ∼ φm+3

√
5
− 1

Table 4: Number of states for an m-bit Saturating Fibonacci Counter

Area per Representation Radix-2

Counter Bit Speed Efficiency Conversion

Radix-2 (carry ripple) small slow 2 -

Radix-2 (carry lookahead) large moderate 2 -

Radix-2 (constant time)† small fast 2 -

Fibonacci small fast φ ! 1.6180 moderate

Saturating Fibonacci small fast φ ! 1.6180 moderate

Redundant Binary small fast
√

2 ! 1.4142 fast

1-2 redundant binary small fast
3
√

4 ! 1.5874 fast

LFSR very small very fast 2 very slow

† These counters have internal propagating carries, so are slow to set to a new value

Table 5: Comparison of Fibonacci and other counters
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Abstract: This paper joins the quest for an efficient white-light source based on mixtures of 
multiple narrow-band monochromatic light emitting diode (LED) spectra optimised 
for high luminous efficacy and colour rendering properties. The complexity of the 
optimization process increases with the number of LEDs used to create a white-light 
source. Hence, this paper proposes an effective approach for mixing a number of 
narrow-band LED spectra based on differential evolution (DE), a simple and easy to 
use direct search method. A software program was designed to implement the DE 
algorithm. Optimal solutions for four, five and six different LEDs are analysed. Fur-
ther research is underway to investigate white-light sources based on theoretical 
LED spectra and to construct physical implementations of practical LED-based 
white-light sources. 

 

Keywords:  Optimization, Differential evolution, Spectral design, LED lighting, Colour render-
ing, Radiant luminous efficacy 

 

1 INTRODUCTION 

 
White LEDs have been labelled as the eco-friendly light 
source of the 21st century [1]. With LEDs white light can 
be produced either by using blue light to irradiate a yel-
low-emitting phosphor [2], [3], or by combining lights of 
multiple monochromatic LEDs [1], [4], [5]. The latter 
approach results in white LEDs with higher efficiency 
than the former approach since there is no loss of energy 
when down-converting [5], [6]. Both approaches aim to 
design LED-based white light sources characterized by 
high colour rendering properties and high luminous effi-
cacy. Unfortunately, these two quantities are generally 
contravariant. Both colour rendering and luminous effi-
cacy depend on the emitted spectrum of the light source. 
By fine tuning the spectrum intensity of the individual 
LEDs we are able to find a balance between the two 
properties of the light source. Typically, the optimization 
follows a trial-and-error search inside the n-dimensional 
space {I1,..., Ii,..., In} until a satisfactory spectral power 
distribution (SPD) of the LED-based white source is 
found [5], [7], [8]. 

Here we propose an approach to the optimization of SPD 
mixtures based on differential evolution (DE), a simple 
global optimization algorithm proposed by Reiner Storn 
and Kenneth Price in 1995 [9]. We optimise the SPDs of 
the mixtures of 3, 4, 5, 6 and 7 LEDs chosen from the 
Luxeon range [10]. For this purpose, a MATLAB pro-
gram was developed that optimises the SPDs of an arbi-
trary number of LEDs.  

This paper proceeds as follows. In Section 2, the princi-
ples of the DE algorithm are described in detail. In Sec-
tion 3, the theory of colour rendering and luminous effi-
cacy is given. Section 4 presents the experimental results 
and comparisons and, finally, suggestions for future 
work and conclusions are given in Section 5. 

 

2 DIFFERENTIAL EVOLUTION 

 
Differential evolution is a powerful population based 
evolutionary algorithm suitable for optimization of real-
value multi-modal nonlinear and non differentiable ob-
jective functions fo(x1, x2, ..., xn) [9], [11]. DE is simple 
and has proven to be powerful in solving a number of 
benchmark problems [12][13]. 

The search for an optimal solution starts with a popula-
tion of P randomly created solution vectors {v1, v2, ..., 
vP} . The value of P is kept constant during the optimiza-
tion process. The solution vectors undergo mutation, 
crossover, evaluation and selection over a number of 
generations G. Both the population size P and the num-
ber of generations G depend on the problem to be opti-
mised. Storn and Price suggest P  [5×n, 10×n], n is the 
dimension of the objective function, but P must be ≥ 4 to 
provide enough mutually different solution vectors for 
the algorithm to function properly [11]. 

Mutation is the process of creating a new offspring vec-
tor ui,G+1 by adding the weighted difference between two 
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randomly chosen solution vectors, vr2,G and vr3,G to a 
randomly chosen vr1,G [11]: 

, 1 1, 2,  3,     ( -  )i G r G r G r Gu v F v v   (1) 

where F is a mutation weight  [0,2] and random indices 
r1, r2, r3  [0, P-1] are chosen to be different from the 
index i. The mutation process is illustrated in Fig. 1. 

 

Figure 1: Illustration of the mutation process for P = 9. 

The offspring solution vectors ui,G+1 undergo crossover 
ensuring that offspring vectors differ from their parents 
[10]: 

, 1
, 1

,  

  if ( )  |   (  )

    if ( )  |   (  )

ji G
ji G

ji G

u j CR j i
w

v j CR j i
  (2) 

where i  {1,2,.., P} is a randomly chosen integer, j  
[0, 1) is a randomly chosen real value and CR  [0, 1] is 
a crossover constant influencing the number of elements 
to be exchanged. The crossover process is illustrated in 
Fig. 2. 

 

Figure 2: Illustration of the crossover process, n = 6. 

All offspring vectors {w1,G+1,..., wP,G+1} are compared to 
their parent vectors {v1,G,..., vP,G}. If the wi,G+1 vector has 
a larger goodness function fgood, than its parent vector 
vi,G, then it becomes a member of generation G+1, oth-
erwise the vi,G vector is retained. Hence, only the fitter 
offspring vectors are moved to the G+1 generation.  

Since 1995, different variants on the original DE algo-
rithm have been proposed [11]. The main differences are 
in the creation of new solution vectors where: 

1. the best solution vector from the current genera-
tion vbest,G is mutated rather than vr1,G; 

2. more than two difference vectors are used in 
mutation; and  

3. different crossover schemes are employed. 

Here, we used the original DE described in pseudo-code 
given below: 

Require: G, P, F [0,2], CR [0,1] 

 1: Create vectors {v1,0,...,vP,0} 

 2: Evaluate {v1,0,...,vP,0}->fgood,0 

 3: for all G do 

 4: Mutate vi,G -> ui,G+1 

 5: Crossover {u1,G+1,...,uP,G+1} and  

{v1,G,...,vP,G}->{w1,G+1,...,wP,G+1} 

 6: Evaluate {w1,G+1,...,wP,G+1} 

 7:   if fgood(wi,G+1) > fgood(vi,G) 

 8:     vi,G+1 = wi,G+1 

 9:   else 

10:     vi,G+1 = vi,G 

11:   end if 

12: end for 

 

 

3 COLOUR RENDERING AND LUMINOUS 
EFFICACY 

 
3.1  Colour rendering indices 

Colour rendering is the characteristic of light sources 
that describes the effect of a light source on the colour 
appearance of an object. Typically, the colour rendering 
properties of light sources are evaluated using the CRI 
colour rendering index CRI [14]. The CRI values range 
from 0 to 100. The higher the CRI value of a light source 
the more “natural” the colours of objects look under this 
source. 

The fundamental idea behind the CRI calculation is a 
comparison of the colours of eight test colour samples 
illuminated by the test and reference light sources (∆Ei). 
The reference source has to be a source with the same 
correlated colour temperature (CCT) as the test source. 
The special colour rendering index Ri for each test colour 
sample is calculated as: 

 100-4.6 ,       1,  2,  ...,  8.i iR E i   (3) 

Averaging those eight Ri values results in the general 
rendering index Ra. The reference illuminant is either a 
Planckian radiator for test sources having CCT < 5000K 
or a phase of daylight for test sources having CCT ≥ 
5000K. In an attempt to improve the descriptive power 
of CRI, the number of test samples was extended to 14 
by addition of six new test samples representing red, 
yellow, green and blue saturated colours, human com-
plexion and leaf green. Averaging the additional six Ri 
values results in what we term index Rb, and averaging 
all 14 Ri values results in an “overall” index Rc. The ac-
ceptable value of CRI depends on the application of the 
light source. The applications where excellent rendering 
is important require the utilization of lamps with high 
CRIs. CRI values above 70 are considered reasonably 
good and values above 85 are believed to be excellent. 
But having a lamp with a high CRI does not guarantee 

vi,G 

ui,G+1 

wi,G+1 

j ≤ CR 

j >  CR 

vr1,G 

_ 
×F vr2,G 

vr3,G 

+ 

+ 
+ 

ui,G+1 vi,G 
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that all colours will be properly rendered. Yoshi Ohno 
[4] observed in his experiments that two 3-band light 
sources, both with Ra = 80, rendered the red test sample 
quite differently. Therefore, we report our results in 
terms of the smallest colour rendering index Ri (as sug-
gested by Cuttle [15]) as well as in terms of Ra, Rb and 
Rc. 

 
3.2  Radiant luminous efficacy 

We rate the performance of our test sources in terms of 
radiant luminous efficacy, ηrad lm/W, which compares 
the amounts of luminous flux and radiant flux emitted by 
the source: 

683 ( ) ( )
 

( )
rad

V S d

S d
   (4) 

where S(λ) is the spectral distribution of the light source 
and V(λ) is the CIE spectral sensitivity function for pho-
topic vision. The efficacy of the light sources is an im-
portant feature and we use ηrad as a term in the goodness 
functions in all our experiments. 

 

4 RESULTS 

 
An optimization program has been developed to perform 
DE and to provide a graphical visualization the SPD 
curve of the optimal LED combination (Fig. 3). The pro-
gram calculates and displays the CRI indices Ra, Rb and 
Rc, the correlated colour temperature (CCT, in Kelvins), 
ηrad, the smallest Ri value and its index imin to identify the 
poorest rendered test colour sample. The results, includ-
ing the SPD values of the optimal solution are saved in a 
file for further analysis. The DE parameters, G, P, F and 
CR, can be entered by the user. The number of LEDs (N) 
to be optimised is automatically detected from the input 
data file. 

 

Figure 3: The user interface of the optimization program. 

The relative spectral power distributions of the individ-
ual LEDs with peak wavelengths at λrb = 450 nm (royal-
blue), λb = 460 nm (blue), λc = 505 nm (cyan), λg = 525 
nm (green), λa = 590 nm (amber), λro = 630 nm (red-
orange) and λr = 640 nm (red) used in this work are 
shown in Fig. 4.  

 
Figure 4: The spectral power distributions of the seven 
LEDs used in our experiments. [10] 

In order to optimize the LED mixtures, we experimented 
with different goodness functions: 

min good a b c radf a R b R c R d e R (5) 

where a, b, c, d and e are weights controlling the influ-
ence of Ra, Rb, Rc, ηrad and Rmin on the optimization of the 
LED mixtures. Figure 5 shows an example of the fgood 
values in one of our experiments. It can be seen that fgood 
converges around the 1000th generation and exhibits only 
a few small changes in the next 1000 generations. 
Hence, the number of generations G was set to 1000 in 
all of our experiments for faster and still accurate con-
vergence of DE. If G is too small, DE has no time to 
explore a sufficient number of solution vectors. How-
ever, for values of G that are too large the optimization 
process is unnecessarily slowed down without any opti-
mization gain. 

We also experimented with the DE parameters P, F and 
CR. The values of these parameters had a minor influ-
ence on the optimization results. According to our ex-
perience choosing the DE’s control variables in order to 
get good optimization was easy. After some experimen-
tation we set P = 50 and F and CR to the values sug-
gested in [11], i.e. F= 0.5 and CR = 0.1. 

 
Figure 5. Goodness function fgood in one of the experi-
ments, N = 4 (blue, green, amber, red). 

It is now recognised that four individual LEDs (blue, 
green, amber and red) covering the visible range must be 
used to achieve a satisfactory CRI [6]. Hence we opti-
mised a 4-band mixture of the blue, green, amber and red 
LEDs. The optimization based on fgood1 =  Ra +  Rb +  Rc +  
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ηrad +  10 × Rmin resulted in a light source with Ra = 95, 
Rb = 86, ηrad = 339 lm/W, CCT = 3268K (Table 1). The 
blue test sample was the poorest rendered of all samples 
with R12 = 76. The SPD of this particular LED combina-
tion is shown in Fig. 6. Lowering the influence of Rmin on 
fgood (e = 5) resulted in slightly lower CRI values, Ra = 
93, Rb = 83 and R12 = 76 (the blue test sample) but a 
higher efficacy ηrad = 350 lm/W. Removing Rmin from the 
optimization (e = 0) and lowering the influence of ηrad (d 
= 0.5) resulted in an optimised mixture with a satisfac-
tory Ra = 92, Rb = 79 but a much lower R9 = 58 (the red 
test sample). These results highlight the importance of 
fgood and the weights a, b, c, d and e on the optimization 
of the LED mixtures. We found that having fgood = f(Rmin) 
is important in the creation of a mixture with a satisfac-
tory Rmin value. Particularly, the colour rendering proper-
ties of the light sources optimised with Rmin were better 
than of those optimised without Rmin. Hence, according 
to our results the lowest Ri value should be somehow 
considered in the optimization process of the LED-based 
light sources to ensure higher CRI indices. 

 
Figure 6: Relative SPD of the 4-band LED mixture (blue 
λb = 460 nm, green λg = 530 nm, amber λa = 590 nm and 
red λr = 630 nm), Ra = 95, Rb = 86, ηrad = 339 lm/W, 
CCT = 3268K, R12 = 76 (the blue sample). 

Figure 7 and 8 show how the individual elements of fgood 
were fluctuating before converging to their final values. 
It can be seen that ηrad (Fig. 8) influences fgood1 consid-
erably at the beginning of the optimization process (G < 
300) before converging to just below 340 lm/W in the 
336th generation. In this particular case, the population 
converges around G = 400 and it is only fine tuned in the 
next 600 generations. 

We also observed minor performance changes from the 
LED-based light sources caused by an introduction of a 
5th and 6th LED. 

First, we introduced the red-orange LED (λro = 630 nm)  
 

and optimised the mixture (Fig. 9). The introduction of 
the red-orange LED did not have a significant effect on 
the overall characteristics of the light source: Ra = 95 (no 
change), Rb = 85 (down 1 unit), ηrad = 343 lm/W (up 4 
units), CCT = 3269K (up 1 unit) and R9 = 75 (the red test 
sample). 

 
Figure 7: Behaviour of Ra, Rb, Rc and Rmin while search-
ing for the SPD shown in Fig. 6. 

 
Figure 8: Behaviour of ηrad while searching for the SPD 
shown in Fig. 6. 

 
Figure 9: SPD of the optimised mixture of the blue λb = 
460 nm, green λg = 530 nm, amber λa = 590 nm, red-
orange λro = 630 nm and red λr = 630 nm LEDs: Ra = 95, 
Rb = 85, ηrad = 343 lm/W, CCT = 3269K, R9 = 75 (the 
red test sample). 

Table 1: Influence of different fgood on the optimization of LED mixtures. 

Test no 
Goodness weighting factors Best results 

a b c d e Ra Rb Rc 
ηrad  

(lm/W) 
Rmin imin 

CCT 
(K) 

1 1 1 1 1 10 95 96 91 339 76 12 3268 
2 1 1 1 1 5 93 83 89 350 76 12 3074 
3 1 1 1 0.5 0 92 79 87 384 58 9 3169 
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Second, the spectrum was broadened using the royal-
blue LED with peak wavelength at λrb = 450 nm (Fig. 
10). This resulted in a small improvement in Ra yielding: 
Ra = 96 (up 1 unit), Rb = 86 (no change), ηrad = 338 lm/W 
(down 1 unit), CCT = 3356K and R12 = 75. 

Third, the combined influence of the royal-blue and red-
orange LEDs is shown in Fig. 11 (the dotted lines): Ra = 
96, Rb = 86, ηrad = 338 lm/W, CCT = 3356K, R12 = 75 
(the blue test sample). 

The results of the investigations with N ≥ 5 are summa-
rised in Table 2.  

 
Figure 10: SPD of the optimised mixture of the royal-
blue λrb = 450 nm, blue λb = 460 nm, green λg = 530 nm, 
amber λa = 590 nm and red λr = 630 nm LEDs: Ra = 96, 
Rb = 86, ηrad = 338 lm/W, CCT = 3356K, R12 = 75 (the 
blue test sample). 

 
Figure 11: The 6-band light source with the royal-blue 
λrb = 450 nm, blue λb = 460 nm, green λg = 530 nm, am-
ber λa = 590 nm, red-orange λro = 630 nm and red λr = 
630 nm LEDs: Ra = 96, Rb = 86, ηrad = 338 lm/W, CCT = 
3356K, R12 = 75 (the blue test sample). 

Table 2: Comparison of optimised mixtures with N ≥ 5. 

N 
λ 

Ra Rb Rc 
ηrad 

(lm/W) 
Rmin imin 

CCT 
(K) 

5 
λro 

95 85 91 343 75 9 3269 

5 
λrb 

96 86 91 338 75 12 3356 

6 
λro,λrb 

95 86 91 334 75 12 3541 

 

 

5 CONCLUSION AND FUTURE WORK 

 
We have shown that LED-based white sources can be 
optimised using an evolutionary computation method 
called differential evolution. This method is easy to un-
derstand and implement. According to our experience 
the DE’s parameters, population size P, multiplication 
weight F and crossover constant CR are easy to choose. 
In fact we could not report any problems encountered 
with the use of DE. 

However, the optimization of the LED mixtures was 
highly dependent on goodness function fgood. The ulti-
mate goal of creating a light source with high-luminous-
efficacy and high-colour-rendering is to find the opti-
mum trade-off between these two properties. Therefore, 
we introduced a goodness function based on the value of 
the worst rendered colour test sample. Our white-light 
sources have comparable or better properties than those 
reported in much of the literature. 

Two aspects of our results were somewhat unexpected 
and warrant further investigation in the future: 
(a) In virtually all cases, the optimum spectrum turned 

out to have a CCT in the range 3000K ≤ CCT ≤ 
4000K. 

(b) Decreasing the weighting factor d (for ηrad) from 
1.0 to 0.5 led to our highest ηrad result and lowest 
Rmin result. 

Finding (a) was surprising in view of the fact that CCT 
was not used as an element of our goodness function 
fgood. The fact that the CCT values were all in a popular 
range of source colours for general lighting was an unin-
tended consequence of the optimization process. The 
reasons require fuller investigation as part of our future 
work. 

Finding (b) appears, on the face of it, to be counterintui-
tive, and will also be investigated further. 

Given that narrow-band LED mixtures could be opti-
mised to create a highly efficient light source with excel-
lent colour rendering properties, it is unrealistic to expect 
that even better properties can be achieved with the cur-
rently available off-the-shelf LEDs. Hence, further re-
search is underway to investigate white-light sources 
based on various theoretical LED spectra. In [5] the LED 
spectra were simulated using Gaussian curves with width 
at half magnitude (λdi) of 30 nm. Our intentions are (1) to 
explore different bandwidths as well as a variety of 
shapes, such as triangular, rectangular or sine-square; 
and (2) to optimise the peak wavelengths λi, bandwidths 
λdi and intensities Ii employing the differential evolution 
algorithm. 

Moreover, further research is underway to investigate the 
practical implementation of multi-LED white-light 
sources. 
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 Abstract: Washing machines are today a common household requirement. Wash time is one of the key factors 

that need to be taken into account in designing a washing machine. Washing machines which do not use fuzzy control-

ler serves most of the purposes of washing function but wash time is somewhat not dealt properly. This paper describes 

the architectural design of an improved washing machine controller that uses fuzzy logic approach to specifically deal 

with the wash time in a much more efficient manner. Recent research shows that fuzzy logic approach responds much 

faster than any other conventional technique. This design of a fuzzy logic controller for Washing Machine has 37 I/O 

pins including two Vdd and two Vss. On chip Fuzzification, Fuzzy Inference Engine, Defuzzification, ROM based 

Fuzzy sets and MIN-MAX array based Fuzzy rules implementation are the salient features of the design. With full 

CMOS compatible host interface it is suitable as a co-processor. 

  
 

 Keywords: fuzzification, defuzzification, wash time   

 

1 INTRODUCTION   
 

Washing machines are common household item and to 

have a washing machine that efficiently controls the 

wash time is vital. Conventional proportional, integral 

and differential (PID) controllers have proven to be less 

capable in such control situations. In recent years there 

has been a growing interest in applying fuzzy logic for 

control. Fuzzy logic is also easier to implement as prob-

lems such as this one could be solved using heuristics 

based on human “rule of thumb” approach incorporating 

a higher level of abstraction originating from human 

knowledge and experience. One principal feature of this 

“rule of thumb” is linguistic terms (concepts) which can 

be dealt with approximate reasoning. These linguistic 

terms (concepts) are fuzzy sets and the approximate rea-

soning is based on fuzzy logic [1]. Considering the high 

speed capabilities available through custom hardware 

design of fuzzy controllers, the approach is to design the 

improved fuzzy logic controller chip using CMOS tech-

nology.  

2 THEORY 
 

Three fundamental sections of Fuzzy logic principles 

are:  

(a)Fuzzification of crisp input signals: This can usu-

ally be done in two different ways (i) Impulse Fuzzifica-

tion and (ii) Triangular Fuzzification. Figure 1 shows the 

fuzzification of discrete crisp inputs using both ways. 

 

 

(a) Impulse Fuzzification 

 

(b) Triangular Fuzzification 

Figure 1: Fuzzification of discrete crisp inputs 
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(b) Use of fuzzy sets and fuzzy rules for fuzzy infer-
ence: Fuzzy inference consists of two entities which are 

’premise’ and ‘conclusion’. Both premise and conclusion 

consists of fuzzy logical operators and fuzzy linguistic 

variables (which could be either noun or a pronoun). The 

premise is connected to the conclusion by fuzzy condi-

tional rules which are of the form: IF (premise) THEN 

(conclusion) [2]. The premise is made up of a statement 

which consists of the fuzzy predicates Pijk (each of which 

is an adjective of the Linguistic variable) of the respec-

tive Linguistic Variable that are combined by different 

fuzzy logic operators such as AND, OR. The linguistic 

variables are defined in the Universe of Discourse. The 

following is an example of the fuzzy conditional rule 

using such operators: 

IF (P111 AND P221 OR P321) THEN (P411) where, P111 

AND P221 OR P321 are the input predicates and P411 is the 

output predicate for the first rule.  

The predicates are of the form: Pijk= (LV_i is 

LV_i_ADJ_j for RULE_k) where LV_i is the ith Linguis-

tic variable and LV_i_ADJ_j is the jth Adjective of the 

ith Linguistic Variable for the kth rule. The premise de-

fines the conditions in which conclusions are to be ap-

plied; the conclusions define actions to be taken when 

conditions of premise are satisfied. 

The Adjectives for the Linguistic Variable is expressed 

in terms of fuzzy subsets in a specific fuzzy set. Mem-

bership of fuzzy subsets is expressed in terms of degree 

of membership (varying from 0 to 10) of each element in 

the Universe of Discourse. The envelope of a fuzzy sub-

set expressing the membership of different crisp values 

within the range of an adjective is known as membership 

function [3]. 

Fuzzy inference is the intermediate process in obtaining 

crisp output values [3]. MIN-MAX method is one of the 

well known techniques for fuzzy inference. The mem-

bership degree αijk of inputs of input predicates Pijk is 

determined by an intersection between the fuzzified 

LV_i and LV_i_ADJ_j, and choosing the maximum de-

gree of membership. This is the MAX part of the MAX-

MIN inference technique. Next the degree of member-

ship of the entire premise for the kth rule θk is determined 

by completing the premise fuzzy logical operations 

(AND, OR) using the αijk’s which is usually the mini-

mum value among the αijk’s of the premise. This is the 

MIN part of the MIN-MAX inference rule. 

θk determines the firing strength of the premise into the 

conclusion part. The output Linguistic variable will have 

their Adjectives (given in the conclusion part of the kth 

fuzzy rule) truncated to a membership grade of θk of the 

premise. 

There are a sizable number of rules on Fuzzy control, in 

the form:  

RULE1: IF (Premise_1) THEN (Conclusion_1) 

RULE2: IF (Premise_2) THEN (Conclusion_2) 

…………………………………………........... 

………………………………………………... 

RULEn: IF (Premise_n) THEN (Conclusion_n) 

Crisp values for the linguistic output variables are then 

obtained from their membership-truncated adjectives 

(fuzzy subsets) derived from the MIN-MAX fuzzy infer-

ence process [3]. Fuzzy union (OR) is carried out be-

tween the membership-truncated fuzzy subsets repre-

senting the adjectives for the same output variable for all 

the rules using the MAX operator. This result is the final 

membership function and fuzzy subset representing the 

fuzzified output variable. 

(c) Defuzzification and generation of crisp output 
signal: Defuzzification is finally carried out to obtain a 

crisp output value using a very popular technique known 

as the ‘centre of gravity’ method which is given by: 

Cout= (∑i.mi)/(∑mi) 

Where, mi is the membership value of the ith crisp output 

value for the fuzzy subset representing the fuzzified out-

put. 

 

3 HARDWARE DESIGN AND SYS-
TEM OPERATION                          

 
Keeping the above theory in mind we now define the 

fuzzy logic controller for wash time in washing machine. 

The linguistic inputs that determines the wash time are: 

dirtiness of the clothes (Large, Small, Medium), type 
of dirt (Greasy, Medium, Not Greasy) and mass of 
the clothes (Heavy, Medium, Light). Figure 2 shows 

the basic overview of the problem. The fuzzy controller 

takes three inputs, processes the information and outputs 

the wash time. Working of the sensors to get these inputs 

is beyond the scope of this discussion. 
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Figure 2: Hardware system overview of a fuzzy 
wash_time controller 

 

Prior to dealing with the details of the fuzzy controller, 

possible values for the input and output variables are 

determined. These values are the membership functions 

that are used to map the real world measurement values 

to the fuzzy values so that the operations could be ap-

plied to them.   

Fuzzy rules are derived from common sense. The set of 

rules that are used here to derive the output are shown in 

Table 1. 

 

 

 

 

 

Table 1:  Rules for Fuzzy Wash Time control 
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These rules have been shown as a membership function 

in Figure 3 and Figure 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
  

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Membership function graphs for  all three 

linguistic inputs 

 
 

 
 

Figure 4: Membership function graphs for all five 

adjectives of linguistic output (Wash Time) 

 

Since the fuzzy rules have been defined in imprecise 

sense they too are the fuzzy values (not crisp values) [7]. 

The three input parameters after being read from the 

sensors are fuzzified  as per the membership functions of 

the respective variables. Fuzzy inference is then carried 

out using fuzzifier. The fuzzy rules are implemented by 

the MIN and MAX inference logic array according to the 

fuzzy rules mentioned above.  After the membership 

functions and the fuzzy rules have been derived, the or-

dinary fuzzy inference process is then applied [4]. 

 Defuzzification  is carried out  using Centre of Gravity 

method. Finally, the crisp value for the wash time is 

obtained as an answer. This crisp output value that we 

get is equivalent to Wash time (in minutes)/5.Thus, this 

value when multiplied by 5 (scaled by 5) gives the total 

wash time in minutes.The logic design for the MIN (or 

MAX) unit for the fuzzy inference is shown in Figure 5. 

All logic gates are static CMOS standard cells. The 

overall hardware design is shown in Figure 6. Figure 7 

shows the hardware design of the defuzzifier. Figure 8 

shows the I/O pin definition for the chip. There are 37 

I/O pins. Fuzzy subsets (membership functions) 

representing adjectives for  all 3 linguistic inputs- dirti-
ness of the clothes, type of dirt and mass of clothes  as 

well as adjective for linguistic output – Wash  time are 

stored in ROM modules, one adjective per ROM mod-

ule. ROM modules for all the adjectives of Linguistic 

Inputs and adjectives of linguistic output are 8 bits in 

size.  

 

 
 

Figure 5: Logic Design of a MIN (MAX) Circuit 
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Figure 6: Schematic of hardware architecture of Fuzzy Wash time controller for Washing machine 

 

 

 

Figure  7: Defuzzification Hardware 
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Figure 8: Input/Output pin definition for the fuzzy 

microcontroller chip 

 

4 SIMULATION RESULTS 
 

The schematic design is prepared using S-Edit (a soft-

ware tool for schematic design) and the functionality is 

tested using W-Edit (a software tool for simulation) and 

finally a complete chip layout is performed using L-Edit 

(a software tool for layout design).    

Circuit simulation plays an important role during early 

design steps and final verification phases [5].  W-Edit is 

a waveform viewer that visualises the complex numeri-

cal data resulting from VLSI Circuit Simulation by pre-

senting them in graphical form. Figure 9 shows an ex-

ample of graphical results obtained upon simulating the 

MAX circuit used in this design.  

 

Figure 9: Graphical representation of MAX Circuit 

Simulation result using W-Edit 

 

In this example, two inputs A and B, where A=00000000 

and B=11111111 were fed on the input ports of the 

MAX circuit. When the circuit is simulated, the resulting 

output 11111111 is obtained. In other words, all 8 bits of 

the resulting output are 1 (or 5V) as shown in Figure 9. 

This is correct because 11111111 > 00000000 and MAX 

circuit is designed to compare the two sets of 8 bit binary 

numbers and output the one that is higher as the result. 

Similarly, all the other circuits are simulated and the 

corresponding results are analysed to ensure that the cor-

rect circuit design is implemented 

 

5 CONCLUSION 

 

The functional and logic design for an improved Fuzzy 

controller chip has been described. The hardware re-

quirements are quite modest and the entire design can be 

derived by using standard cells. Also, the memory 

(ROM) modules required are of minimal size and have 

been significantly reduced by using the symmetry of 

fuzzy rules and fuzzy subsets. Although this particular 

design controls only the Wash time of a washing ma-

chine, the design process can be extended to other con-

trol variables such as Water level and Spin speed. The 

formulation and implementation of membership func-

tions and rules will be similar to the one described in this 

design. 
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Abstract: This project aims at creating an automated process for checking the accuracy of a vehicle’s 

speedometer. This reduces the time taken to test the speedometer and also makes the process 

more accurate than traditional handwritten reports of the inspection. The speedometer is used 

for maintaining an appropriate pace while driving a vehicle. Vehicle owners may wish to 

check their speedometer’s accuracy after receiving a speeding fine, or when they fit different 

sized tyres to their vehicle.

Keywords: Speedometer, calibration, windows application, automatic process.

1 INTRODUCTION  

Speedometers are a very important part of the vehicle’s 

instrumentation. They help the driver to stick to speed 

limits, and so indirectly assist in avoiding accidents.

Most of the speedometers in use today are not accurate. 

They generally read about 10% too high (ie when the 

vehicle is travelling at 50 km/h they will read 55). Dif-

ferent tyre pressures also affect theoro accuracy. Speed-

ometer readings will change when the vehicles’ tyres are 

changed from a smaller to a bigger or vice-versa. 

The main aim of this project was to creating a client user 

interface to automate the vehicle checking process, cre-

ate and store the test result as a report to give the clients,

and store a copy of it in the system for future reference. 

2 DISCUSSION

To measure a vehicle’s speed a device known as a “roll-

ing road” is used. It consists of a pair of in-ground rollers 

which the driving wheels of the vehicle are driven onto. 

As the wheels turn, they turn the rollers and the vehicle 

remains stationary. For this project, the rollers used to 

check the speedometer accuracy drive a toothed gear 

which interrupts an infrared light source as it spins. A 

light sensor generates a pulse for each interruption which 

is then amplified to produce an 8 volt square wave as the 

output. Various speeds are represented by varying fre-

quencies in the output. The data is received via a Lab-

Jack U3 Data Acquisition module and sent to a computer 

to be processed. Since this process is automated, it saves 

time and is much more accurate than recording the re-

sults manually.

As a start, understanding the working of the rolling road 

is very important. In particular the circumference of the 

rollers and the number of pulse per revolution must be 

known in order to calculate the vehicle’s speed. This 

information is contained in the following section.

2.1 Hardware Description:

A main device used in this project is the LabJack U3 

Data Acquisition Module. This module acts as an inter-

face between the signals from the rolling road to the 

computer. These are devices designed to measure and 

log some parameters that can be used for further analy-

sis.

This module acquires signals and waveforms and proc-

esses them to obtain desired information for further 

analysis by a computer by using a vendor supplied soft-

ware or various programming languages like Java, Vis-

ual Basic, C, C++, C# and many others. 
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Below are a few features that are available in this spe-

cific product which makes the data decoding easier and 

hassle free. 

1) It has a 16 flexible I/O ports

2) 2 Counters and 2 Timers (32-Bits Each)

3) Very fast response times of less than 1ms.

4) USB 2.0/1.1 Full Speed Interface 

5) Drivers available for a number of OS including 

Windows and Mac.

For establishing a connection with the LabJack module 

using any programming language the ‘LabJackUD’ ref-

erence library is provided by the LabJack manufacturer 

is used. The important feature that is we use in this pro-

ject is the timers. The timers count the number of pulses 

in a certain time interval. This value after a some minor 

calculations can be used to get the actual speed of the 

vehicle. The timers are very close to being accurate. At 

120km/hr the timer reads a value of i dont know. And 

at the minimum speed of 30 km/hr the timer reads a 

value of i dont know.

2.2 Software Description:

At the start of the project, the following process was 

used to calculate the frequency at a certain speed. Using 

this, the maximum frequency was calculated which 

helped while selecting the right Data Acquisition Mod-

ule. The following is the flowchart of the frequency cal-

culation at the start of the project.

2.1.1 Main Window

The Main Window consists of four buttons – ‘Add New 

Client’, ‘Vehicle Test’, ‘Create Report’, and ‘Informa-

tion’ – and all these buttons open up new windows 

where they can perform tasks their tasks appropriately. 

2.1.2 Adding New Client Window

The above is a snapshot of the Client Details Storage 

Window. Here the basic details like the Name, Registra-

tion Number of the vehicle, its make, the tyre size and 

the Customer ID is stored. When the ‘Store’ button is 

clicked, the details are stored into a table called ‘client’ 

in the database.

For the database, MySQL, a Relational Database Man-

agement System is being used. 
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2.1.3 Vehicle Testing

The figure above is a snapshot of the vehicle testing 

window.  The label that says, ‘Target Speed’ is the speed 

that we want to check the vehicle’s speedometer speed 

reading. For this, the vehicle is accelerated until it 

reaches that speed and when the vehicle is constant at 

that speed the button is clicked. During the time the ve-

hicle is accelerating, at the label ‘Actual Vehicle Speed’, 

‘XXX’ in the ‘XXX Km/hr’, the speed is updated 10 

times every second so as to get a live display of the 

changing speed. 

For calculating the speed, the counter feature that is 

available in LabJack UD is used which counts the num-

ber of falling edges in an 8V square wave which is the 

output from the rolling road. The frequency varies ac-

cording to the speed. This frequency can be calculated 

manually after considering the diameter of the roller 

which is explained in detail in figure 2 in the previous 

page. 

When this button is clicked, the “Test Status” label in the 

Main form is changed from “Not Completed” to “Test 

Started”. This reverts to a blank label when the test is 

completed.

The next figure is the flowchart for the vehicle’s speed-

ometer checking process. 

The above is the basic working of the vehicle testing 

window. There is a ‘BACK’ button on the testing form 

that can be used to back to redo the previous speeds of 

the test. 

When this button is pressed, it decrements the value of 

the variable ‘i’ and checks if there is a target speed be-

low the current one and goes to it if it can otherwise 

shows a message to the user that  ‘it cannot go any 

lower’. This button makes the vehicle testing more effi-

cient and accurate. 

On the same window there is a live display of the speed. 

This is triggered when the start button is clicked the first 

time.  
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The function that stores the speed and the one that is 

used for displaying the live speed is the same and its 

process is described using the following flowchart. 
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2.1.4 Information Window

On this screen, all the important aspects of the program 

are mentioned. For instance, the different speeds at

which the checking takes place, the default location of 

where the report is saved, the tags that are used in the 

sample report, which are then replaced by actual values 

from the database when the report is created.

The client report is created using a sample report that 

uses tags like ‘<name>, <rego>,<speed_1>, <speed_2>’ 

and so on. The tags are named exactly like the headings 

in the database table. Then we use the Find and Replace

method from Microsoft Word to find and replace the 

tags in the sample document to create a new document 

using the current date and the client number and vehicle 

registration number so that the report that is created is 

unique for that particular test. 

2.3 Database Structure:

There are three data tables used in this project. One for 

client details, second one for the vehicle test results and 

the third one for the target speeds that the vehicle is 

tested at. 

2.3.1 Client Table:

All the New client details are stored here. The client ta-

ble is structured as follows:

Customer ID: Varchar(20) (Primary key)

Name: Varchar(45)

Rego: Varchar(45)

Make: Varchar(45)

Tyre: Varchar(45)

2.3.2 “Test Results” Table: 

Rego Varchar(20)

Date Varchar(45)

Speed_1 Varchar(45)

Speed_2 Varchar(45)

Speed_3 Varchar(45)

Speed_4 Varchar(45)

Speed_5 Varchar(45)

Speed_6 Varchar(45)

Speed_7 Varchar(45)

Speed_8 Varchar(45)
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Speed_9 Varchar(45)

Speed_10 Varchar(45)

Inspector Varchar(45)

3 FURTHER WORK                             

In the future, more work can be done for sending the 

report as an email attachment to the user straight from 

the User Interface. 

On the Information Screen, the user should be able to 

change the default location for the storage of the final 

test report of the vehicle. The target speeds at which the 

vehicle is tested can be changed. 

The buttons on the form should be triggered when a re-

mote push-button is clicked by the vehicle inspector

while being seated in the vehicle.

If the user wants to exit the vehicle test in the middle of 

the test because of various reasons, the test completed till 

that point should be stored properly in the database. 

4   CONCLUSIONS

The project was successful and was tested positively at a 

vehicle testing station.
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Abstract: This paper analyses the power consumption and delivery ratio of Zigbee wireless 

networks using the mesh and star topologies for a single sink real time monitoring 

system.  The analysis involves modelling the behaviour of a Zigbee network at 

varying traffic rates and examining the operation of the beacon and non beacon 

modes of its underlying IEEE 802.15.4 standard in the star network architecture.  

IEEE 802.15.4 networks have been analysed with NS-2 simulations and hardware 

experiments.  Zigbee was only analysed using hardware experiments due to limita-

tions with NS-2.  The results show that non beacon mode has the lowest power con-

sumption and best delivery ratio at all tested traffic rates. 

 Keywords:  IEEE 802.15.4, Zigbee, NS-2, power characterisation, wireless networks.  

 

1 INTRODUCTION 

Zigbee is a relatively new wireless mesh networking 

standard with emphasis on low cost and energy conser-

vation.  It is intended for use is in wireless monitoring 

and control applications such as sensors and remotely 

operated switches where the end nodes are battery pow-

ered. 

The Zigbee networking protocol was developed in re-

sponse to the unsuitability of current wireless protocols 

like WIFI and Bluetooth for applications which require 

very long battery life, high reliability and low data rates 

such as remote monitoring and building automation.  

The first Zigbee specification was ratified in late 2004 

and is based upon the physical (PHY) and media access 

control (MAC) layers of IEEE standard 802.15.4. 

Since Zigbee and its underlying standard IEEE 802.15.4 

are relatively new, there has been little research investi-

gating the power consumption of the different network 

topologies and comparison between the operating 

modes.  Most studies focus on the beacon enabled net-

work mode because many applications require bi-

directional data flow, and in star networks research has 

shown that it gives worthwhile energy savings. However 

in a real time monitoring application, data flow is mostly 

one way from the sensor node to a central storage device 

for processing and recording and therefore beacon en-

abled mode might not give the best energy savings. 

This research investigates the power consumption of the 

transceiver and packet delivery ratio with a varying traf-

fic rate for both Zigbee and pure IEEE 802.15.4 wireless 

networks under different system configurations.  For 

IEEE 802.15.4 using the star network topology, the ef-

fect of two system parameters, Beacon Order (BO) and 

Superframe Order (SO) was recorded on the power con-

sumption and delivery ratio of packets sent from nodes 

to the coordinator using simulations with NS-2 and re-

sults obtained from real network experiments.    

The Zigbee network was analysed on a real network us-

ing both the star topology and the much more popular 

mesh network topology with a varying traffic rate.  Due 

to limitations with NS-2, the Zigbee network was not 

able to be simulated. 

1.1 Related Research 

Since Zigbee and its underlying standard IEEE 802.15.4 

are relatively new, there has been little research investi-

gating the power consumption and delivery ratio of the 

different network topologies and comparison between 

the operating modes.  

Zheng and Lee [1] developed a computer simulation 

model of the media access control (MAC) and physical 

(PHY) layers of IEEE 802.15.4 for Network Simulator-2 

(NS-2)[2] to quantify its operation.  Their research 

shows that IEEE 802.15.4 is an excellent low power low 

data rate wireless standard upon which applications can 

be built.  The simulation model has been the subject of a 

large number of research projects, several of which are 

reviewed in the following paragraphs.   

Huang and Pang [3] and Kovakka et al [4] investigated 

the effect of BO and SO on the power consumption of a 

small star network, while [5] also investigated non bea-

con mode.  Their work showed that these parameters can 

considerably increase the power consumption if the pa-

rameters are set incorrectly.   
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A beacon enabled star network was also researched by 

Ling-xi et al. [6].  They demonstrated that adjusting the 

transmission power does not have a large effect on over-

all power consumption because the time spent in trans-

mit mode is small. They and [7] showed that increasing 

the number of network nodes increases node power con-

sumption due to extra network contention.  

Research by [8] is one of the few studies that focused on 

real Zigbee devices.  Their research focused on investi-

gating data rate and delivery ratio with varying BO, 

number of nodes and data packet sizes.  Although they 

only focused on the situation where BO = SO (duty cycle 

100%) they show that a higher throughput is possible in 

non beacon mode.   

Singh et al [9] highlighted several inconsistencies be-

tween the NS-2 IEEE 802.15.4 simulator model and the 

IEEE 802.15.4 standard and demonstrated that the clear 

channel assessment functionality in IEEE 802.15.4 con-

sumes a significant amount of energy, particularly at 

higher data rates.  

Rao [10] performed extensive analysis on a beacon mode 

IEEE 802.15.4 star network using NS-2.  His research 

discovered several issues with the NS-2 simulation 

model which were resolved.  Battery life was investi-

gated which showed that IEEE 802.15.4 nodes are likely 

to have a long battery life and good delivery ratio. 

1.2 IEEE 802.15.4 and Zigbee Overview 

IEEE 802.15.4 was conceived due to the unsuitability of 

current wireless standards such as Wi-Fi and Bluetooth 

for low data rate battery powered ad hoc networks.  The 

standard specifies the MAC and PHY layers of the open 

standards interconnection (OSI) network model while 

leaving the development of the upper layers to the de-

signer. 

The standard defines three types of network nodes, PAN 

coordinators, Full Function Devices (FFDs) and Re-

duced Function Devices (RFDs).  The PAN coordinator 

is responsible for creating the network and is often used 

as a gateway to other networks such as Ethernet.  There 

must be only one PAN coordinator per network.  FFDs 

are capable of communicating with all device types as 

well as creating sub networks and managing routing and 

addressing of RFDs.  RFDs are intended to be extremely 

simple devices with minimal hardware and software re-

sources.  RFDs can only communicate with FFDs or the 

PAN coordinator, not with another RFD. 

1.2.1 IEEE 802.15.4 Network Topologies  

IEEE 802.15.4 networks can be divided into two main 

topologies, star and peer-to-peer.  A third topology 

called cluster tree is a variation of the peer-to-peer to-

pology. 

The star network topology is more structured than peer-

to-peer.  The PAN coordinator of the network is always 

the central node.  Communication between devices al-

ways occurs via the PAN coordinator which relays mes-

sages between devices. Direct messaging between end 

devices is not permitted. 

In the peer-to-peer topology, an arbitrary array of con-

nections can be created between full function devices 

and the PAN coordinator.  Since a network layer is not 

defined in the standard, routing is not directly supported. 

A cluster tree topology is also possible. This is a special 

case of the peer-to-peer topology.  This exploits the fact 

that RFDs can only associate with FFDs and is used 

where most devices in the network are FFDs.   

1.2.2 IEEE 802.15.4 Physical Layer 

The Physical layer in IEEE 802.15.4 is designed to oper-

ate in unlicensed frequency bands world wide.  Since not 

all the frequency bands are the same world wide, IEEE 

802.15.4 provides three possible operating frequencies, 

868 MHz, 915 MHz and 2.4 GHz.  Each frequency ex-

cept 868 MHz has several channels which can be se-

lected by the user.  Table 1 lists the available frequencies 

and channels that can be used by IEEE 802.15.4.  

For this research, the 2.4 GHz physical layer has been 

chosen due to the world wide availability of this fre-

quency band and the wider availability of wireless trans-

ceivers at this frequency. 

Table 1: Available channels at different frequency bands 

and locations 
Frequency Available 

channels 
Data rate 
(kbps) 

Locale 

2.4 GHz 16 250 World 

wide 

915 MHz 10 40 USA 

868 MHz 1 20 Europe 

 

1.2.3 IEEE 802.15.4 MAC Layer 

IEEE 802.15.4 networks are able to operate in two dif-

ferent modes of operation, beacon mode or non beacon 

mode.  In non beacon mode, nodes contend for channel 

access using CSMA/CA.  In beacon mode, the network 

is fully synchronised as the coordinator sends out peri-

odic packets or beacons.  This enables nodes to sleep 

between beacons thus conserving energy.  In beacon 

mode, all transmissions use the superframe structure 

illustrated in Fig 1. 

The superframe is divided into 16 slots with the first slot 

for the beacon and the rest of the slots for nodes to 

communicate.  At the end of the superframe is an inac-

tive period where devices can sleep.  The structure of the 

superframe is determined by the coordinator and consists 

of three main sections, the contention access period 

(CAP), an optional contention free period (CFP, also 

known as guaranteed time slots or GTS) and the inactive 

period.  The coordinator also determines the composition 

of the superframe with the Beacon Interval (BI) and Su-

perframe Duration (SD) being adjusted by the Beacon 

Order (BO) and Superframe Order (SO) parameters. 
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Figure 1: IEEE 802.15.4 superframe structure[11] 

 

1.2.4 Zigbee 

Zigbee is a wireless mesh networking standard which is 

based on the MAC and PHY layers of IEEE 802.15.4. 

The Zigbee stack layer sits above IEEE 802.15.4 and 

provides most of the network functionality for the net-

work.  This layer is responsible for network formation (if 

the device is a coordinator), assigning network ad-

dresses, routing, security and route discovery. 

The network topologies possible with Zigbee are the 

same as with IEEE 802.15.4 but the peer-to-peer topol-

ogy has been enhanced due to the routing mechanisms 

present in Zigbee and is now referred to as the mesh 

network topology. 

With Zigbee the three device types are typically called 

Zigbee Coordinators (ZC), Zigbee Routers (ZR) and 

Zigbee End Devices (ZED or just end device). 

2 SIMULATION & EXPERIMENTAL 
ENVIRONMENT 

 For this research, the following metrics were analysed: 

Delivery ratio:  This is the percentage of data packets 

which are successfully received versus the number of 

packets actually transmitted and is an indicator of how 

reliable the network link is. 

Power consumption:  This is the amount of power con-

sumed by an end device in milliwatts.   

Battery life:  This is the node power consumption con-

verted into a more human readable metric using a chosen 

battery capacity. 

The performance of IEEE 802.15.4 was analysed using 

the star network topology using simulations and hard-

ware experiments in both beacon and non beacon mode. 

Experiments were also performed on hardware devices 

using the same parameters as the simulations.  For this 

network topology, 10 end devices were arranged in a 

circle with a 10 metre radius.  A single coordinator was 

located at the centre.  This is illustrated in Fig 3. 

The chosen hardware platform for this research was a 

Chipcon CC2431BB development board which can be 

seen in Fig 2.  The simulator was configured to match 

the characteristics of this hardware. 

 

Figure 2: CC2431BB development board 
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Figure 3: IEEE 802.15.4 and Zigbee star network topology 
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Figure 4: Zigbee mesh network topology 

 

Experiments were also performed for Zigbee networks in 

both the star and mesh network architectures, however 

they were not able to be simulated due to limitations 

with the simulator.  Fig 3 and 4 show the network to-

pologies investigated and how the results were obtained 
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from the nodes.  Table 2 illustrates the parameters that 

were common to both the simulations and experiments. 

2.1 Simulations 

NS-2 is a discrete event simulator developed in a col-

laborative effort by many institutions and contains code 

contributions from many researchers.  For this research, 

NS-2 version 2.33 [2] was used which was the most re-

cent version at the time. 

The Zigbee/IEEE 802.15.4 simulation model that has 

been used in this research and is now included in NS-2 

was developed by Zheng and Lee [12] from the City 

College of New York.  Ramachandran [13] also contrib-

uted many modifications to the original simulation 

model which have been used in this research. 

To get accurate results from the simulations, the simula-

tor needs to be configured to match the hardware charac-

teristics of the Chipcon CC2431BB development board.  

The additional parameters that need to be configured 

which are specific to the simulator are listed in Table 3. 

Several scripts were written to automate the simulation 

process.  The scripts ran the simulation scenarios, auto-

matically varying the required parameters over the re-

quired range as well as extracting the desired metrics 

from the NS-2 trace files and performing the require data 

analysis to determine the power consumption, battery 

life and packet delivery ratio.  

2.1.1 Simulator Modifications 

Initial simulator results were very different from the ini-

tial hardware experiments.  After investigating the opera-

tion of the simulator the following modifications were 

made. 

2.1.2 AODV and ARP Packets 

During the simulations it was noticed that large numbers 

of Ad-Hoc On Demand Distance Vector (AODV) and 

Address Resolution Protocol (ARP) packets were being 

broadcast between nodes which did not match the ex-

perimental network traffic on the packet sniffer.  Be-

cause the simulations involve a star network with the 

coordinator always being the destination, AODV routing 

broadcasts are not required.  The AODV module in NS-2 

was subsequently modified to prevent the route resolve 

procedures being called using modifications by Rao [10].  

ARP was also deemed unnecessary as noted by  [10] and 

[14] and was disabled using modifications provided by 

Rao [10]. 

2.1.3 State transitions 

While the energy model in NS-2 took into account the 

energy consumed during state transitions i.e. from re-

ceive to transmit, it did not take into account the energy 

consumed during the power up phase.  The Chipcon data 

sheet specifies a 320μS delay, which was added to the 

energy model. 

2.2 Experiments 

To validate the results of the simulator, the same ex-

periments were performed on Chipcon CC2431BB de-

velopment boards using the Texas Instruments IEEE 

802.15.4 and Zigbee network software.   

The power consumption was measured using a Meas-

urement Computing data acquisition module connected 

to a PC running MATLAB which recorded the voltage 

drop across a precision resistor.  A MATLAB script con-

trolled the data acquisition module and calculated the 

power consumed of the device as well as calculating the 

battery life based on the battery capacity in Table 2.  Due 

to the time taken to perform the experiments, the power 

consumption of a single node was measured, as shown in 

Fig 2 and 3 and it was assumed that it would be similar 

for the remaining 9 nodes.  Research by [15] shows that 

this is likely to be a valid assumption. 

The IEEE 802.15.4 energy model in NS-2 only models 

the power consumed by the transceiver, and does not 

include the microcontroller.  Because of this, additional 

post processing was required to exclude the microcon-

troller power consumption during the wakeup phase 

from sleep mode before the packet is transmitted.   

The coordinator was configured to output received pack-

ets to its serial port and an application on the computer 

analysed the received packets to calculate the delivery 

ratio for each node. 

Zigbee was only able to be tested in non beacon mode 

due to limitations with the Texas Instruments Zigbee 

stack. 

Table 2: Configuration parameters common to simula-

tions and hardware experiments 

Parameter Range 

BO 6-10 and 15(Non beacon mode) 

SO 0-2 and 15 (Non beacon mode) 

Data rate (s/packet) 30, 60, 100, 200 and 1000 

Simulation/Experiment 

time  

1000 seconds 

Number of end devices 10  

Distance between nodes 10 metres 

Traffic direction Node to coordinator 

Packet size 64 bytes 

Battery capacity 900 mAH 

 

Table 3:  Simulation specific configuration parameters   

Parameter Value 

Transmit current consumption 30mA 

Receive current consumption 33mA 

Sleep current consumption 0.5μA 

Random traffic jitter Disabled 

Energy capacity 9720 Joules 

Network topology Star 

 

The 16th Electronics New Zealand Conference (ENZCon), Dunedin, New Zealand, 18-20 November, 2009

40



3 RESULTS 

In this section the performance of IEEE 802.15.4 and 

Zigbee wireless networks are analysed to evaluate the 

power consumption and delivery ratio of both network 

types and to compare the simulation and experimental 

results.  Results for the star network topology simula-

tions in both beacon and non beacon mode are compared 

with results from experiments to determine the optimum 

network operating mode and also validate the accuracy 

of the simulator.   

The graphs in the following sections illustrate the battery 

life and delivery ratio results.  The power consumption 

figures have not been included as, for this evaluation, an 

estimate of battery life was more meaningful in evaluat-

ing the suitability of this technology for its use in a real 

time monitoring system.  The aim is to maximise both 

battery life and packet delivery ratio. 

3.1 Beacon mode results 

For beacon mode networks, the modified simulator is 

able to estimate battery life to within 15 percent, often 

with much greater accuracy (Fig 5 and 7).  The excep-

tion is beacon order 9 at 1000 seconds/packet, where the 

error is around 20 percent (due to a lack of space this 

figure was omitted).   

Figures 6 and 8 show a considerable difference in deliv-

ery ratio between the simulated and experimental results.  

The experimental results usually had a 100 percent de-

livery ratio whereas the simulated deliver ratio began to 

decrease as soon as the beacon order increased.  Analys-

ing the NS-2 trace files shows that this is due to packet 

collisions between devices.  It is suspected that this be-

haviour is due to a scheduling issue in the simulator as 

the nodes were started at slightly different times to avoid 

collisions. 

These results show that when the network is operating in 

beacon mode, in order to maximise battery life (mini-

mise power consumption) and delivery ratio, a good es-

timate of the traffic rate is required in order to determine 

the correct BO and SO.  It is also noted that increasing 

SO usually results in a better delivery ratio but often 

results in a small increase in increase in power consump-

tion due to the longer CAP. 

3.2  Non beacon mode results 

The delivery ratio graph for non beacon networks has 

been omitted as the delivery ratio was 100% for all re-

sults.  Fig 9 shows that using Zigbee results in a signifi-

cant decrease in battery life (increase in power consump-

tion) compared to IEEE 802.15.4 networks due to the 

extra routing packets being broadcast.  However the re-

sulting battery life is so long that it would outlast the 

shelf life of most batteries. 

 

6 7 8 9
0

1

2

3

4

5

6

7

8

9

10

Beacon order

B
a
tt
e
ry

 l
if
e

 [
y
e

a
rs

]

 

 

Expt SO 0

Sim SO 0

Expt SO 1

Sim SO 1

Expt SO 2

Sim SO 2

 

Figure 5: Battery life at 30 s/pkt 
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Figure 6: Delivery ratio at 30 s/pkt 
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Figure 7: Battery life at 100 s/pkt 
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Figure 9: Non beacon mode results 

 

4 CONCLUSIONS 

This research has shown that despite previous research 

focusing on beacon mode, in single sink IEEE 

802.15.4/Zigbee wireless networks non beacon mode 

gives the longest battery life (lowest power consump-

tion) and the best delivery ratio at all tested data rates in 

both computer simulations and the experimental investi-

gation. 

From the results presented, IEEE 802.15.4 in beacon 

mode in a single sink wireless network results in signifi-

cantly lower battery life (higher power consumption) and 

a poorer delivery ratio.  However it is likely that in ap-

plications where there is bidirectional traffic, the syn-

chronisation provided by beacon mode could be an ad-

vantage and could result in fewer collisions than in non 

beacon mode.  This could be the subject of future re-

search.   

As mentioned by previous research, and as is apparent in 

the above results, when operating in beacon mode an 

idea of the traffic rate is required in order to correctly set 

BO and SO to maximise delivery ratio and minimise 

power consumption. 

After performing the modifications described to NS-2, 

results obtained from the simulator were usually within 

15 percent of the experimental results. However the poor 

agreement of the delivery ratio results and apparent 

scheduling issue indicates that further work is required 

on the simulator to improve its performance in this area. 
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Abstract:  The design of an integrated smart temperature sensor is presented that achieves high 
accuracy and low cost. The use of a modern 0.13�m process allows high layout den-
sity, while circuit techniques are used to optimise area usage thus further reducing 
costs. A second-order delta-sigma analog-to-digital converter (ADC) is used with a 
third-order sinc decimation filter to achieve a 16-bit digital output resolution while 
remaining insensitive to analog imperfections. Active circuitry of the completed 
sensor occupies an area of 0.21mm2. 

Keywords:  Smart temperature sensor, substrate bipolar transistor, delta-sigma conversion, 
symmetric decimation filter. 

 

1 INTRODUCTION 
 

So-called ‘smart’ temperature sensors integrate both a 
temperature sensor and an analog-to-digital converter 
(ADC) on the same integrated circuit. IC manufacturing 
processes excel at producing high product volumes at a 
low unit cost. Smart integrated temperature sensors lev-
erage this advantage, and are ideally suited to high-
volume applications requiring a rugged sensor with 
minimal support circuitry. 

Smart IC temperature sensors were originally developed 
for bipolar processes, and thus had very simple ADCs 
[1]. The transition to high-density CMOS processes en-
abled increasing ADC complexity and a corresponding 
increase in sensor accuracy. Published accuracy figures 
for smart temperature sensors have improved from ±1ºC 
[2] to ±0.1ºC [3, 4], the latter representing the highest 
calibrated accuracy for a smart integrated sensor re-
ported to date. 

The above smart sensors were manufactured on IC proc-
esses that are considered rather elderly today; [4] used a 
0.7µm process with 2 metal layers and occupied a chip 
area of around 2.5mm2 excluding bondpads and delta-
sigma decimation filter. Using a modern process with 
reduced linewidth allows a higher functional density, 
thus reducing die area and manufacturing costs. Circuit 
techniques are described in this paper to further reduce 
layout area. 

This paper presents a design that targets the same ±0.1ºC 
accuracy level as [4], yet occupies significantly less chip 
area. Section 2 of this paper introduces the fundamentals 
of integrated temperature measurement and presents the 
block structure of the smart temperature system. Section 
3 describes the factors influencing the choice of target 
manufacturing process. Sections 4 and 5 present the de-

sign of the analog and digital sections of the on-chip 
ADC. The paper concludes with Section 6. 

 
2 SYSTEM STRUCTURE 

 

2.1  On-chip sensing techniques 

Smart sensors produce an output in the digital domain by 
integrating an on-chip ADC alongside the sensing ele-
ment. This digital output value is a ratiometric quantity, 
dependent on the ratio between a temperature-dependent 
signal and an invariant reference. A smart sensor there-
fore requires both a temperature sensor and a reference 
generator to be integrated on-chip, and both of these are 
limiting factors to the overall system performance. 

Fortunately, techniques for creating a temperature-
invariant voltage reference have been well-understood 
since the 1970s [5, 6]. A stable voltage reference cannot 
be created using any single on-chip device, as all signifi-
cant device parameters exhibit some degree of tempera-
ture dependence. The well-known bandgap reference 
technique uses bipolar transistors to create two voltages 
with predictable and opposing temperature coefficients. 
An appropriate linear combination of these voltages pro-
duces the desired temperature-invariant behaviour. 

The voltage across the base-emitter junction of a bipolar 
transistor is related to its collector current by: 

 

(1) 

where the thermal voltage VT is linearly proportional to 
absolute temperature. Eq. (1) can be manipulated to re-
veal the temperature dependency of VBE [7]: 
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(2) 

where VG0 is the bandgap voltage of silicon, A is the area 
of the base-emitter junction, and C is a process-
dependent constant. This forward diode junction voltage 
exhibits a nearly linear temperature characteristic with a 
slope of around -2mV/K (Fig. 1). The gradient of this 
temperature dependence is influenced by the bias current 
density (IC / A) and device characteristics C of (2). 
Higher-order curvature is introduced through the factor 
T-γ. 

In order to produce a reference voltage, the negative 
temperature coefficient of VBE must be cancelled by a 
voltage with a positive temperature coefficient. This can 
be produced as follows. Two bipolar transistors carefully 
laid out on the same IC will have virtually identical de-
vice characteristics. Therefore the difference between 
their base-emitter voltages can be expressed as: 

 
 
 

(3) 
 

This neatly eliminates the various sources of non-
linearity and process dependence present in (2), and 
leaves a voltage dependent on a few easily-controlled 
parameters and linearly proportional to absolute tem-
perature (PTAT) (Fig. 1). A current density ratio of 8:1 
produces a PTAT voltage of approximately 180�V/K, 
which must be amplified in order to completely cancel 
the temperature dependence of VBE and obtain a constant 
reference (Fig. 1): 

(4) 
 

This reference VREF is required by the sensor’s on-chip 
ADC to convert the temperature signal to a digital value. 
Either of the two temperature-dependent voltages in (4) 
may be used as the temperature signal itself, although in 
practice the PTAT voltage ∆VBE is always used due to its 
predictable linear temperature relationship and insensi-
tivity to process-induced variations.  

 
2.2 Block Diagram 

At a conceptual level, the smart temperature sensor sys-
tem can be divided into two distinct regions – an analog 
sensor / reference, and an ADC (Fig. 2). The analog 
front-end is further divided into a bias current generator, 
process compensation circuit, and bipolar sensor core. 
The raw analog values VBE and �VBE produced in the 
bipolar core are connected directly to the input of the 
ADC. 

To allow the complete system to achieve the highest 
possible accuracy, it is necessary for the ADC to surpass 
the system accuracy target of ±0.1ºC. An output resolu-
tion of 16 bits was thus chosen, which is not achievable 
using nyquist-rate converters and poorly-controlled pas-
sive on-chip components. Delta-sigma (�Σ) ADCs are an 
ideal choice for this application as they perform many 
coarse quantisations of the input value to produce one 
digital output value. This technique allows a trade-off 
between speed and accuracy, allowing the converter to 
achieve high resolution with a simple 1-bit quantiser [8]. 

The on-chip �Σ ADC occupies the largest proportion of 
chip area, so it presents more opportunities for area sav-
ings than the analog front-end. Area-saving circuit tech-
niques will be presented in Sections 4 & 5. 

 

3 MANUFACTURING PROCESS 

 
The primary goal for this work is to minimise costs by 
producing a smart sensor featuring a high level of inte-
gration and reduced die area compared to previous de-
signs. The IC manufacturing process significantly influ-
ences the layout area of a design, and should be chosen 
with care. 

A smart temperature sensor requires both analog and 
digital circuitry to perform its intended function. Ad-
vanced IC processes with reduced minimum line width 
implement digital logic functions at higher speed while 
consuming less power and die area than previously pos-
sible. Analog circuitry however, does not physically 
scale at the same rate as digital logic, while secondary 
considerations such as reduced supply voltage and short-
channel effects complicate the migration path to a newer 
process. The optimal process choice for mixed-signal 
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Fig. 1.  The temperature characteristics of the base-emitter junction 

voltage VBE, and the derived voltages ∆VBE  and VREF. 
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Fig. 2.  Block diagram of the smart temperature sensor. 
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designs therefore requires the considered balancing of 
opposing criteria. 

Recent smart sensor designs in the literature [2, 4] were 
implemented on 0.5�m and 0.7�m processes respec-
tively. While this allowed the analog sections to achieve 
good performance with reasonable voltage headroom, 
the same functionality could be achieved with reduced 
die area by moving to a process with a lower minimum 
feature size. On the other hand, analog circuits typically 
require accurate passive components – resistors, capaci-
tors, inductors – that are not available on the newest 
processes targeted at digital applications. Process exten-
sions that provide such passive components take time to 
develop, thus analog designs requiring these passive 
devices are only possible on processes a generation or 
two behind the leading edge. 

An example of such a modern process offering analog 
extensions is a 0.13�m IBM process targeted at RF ap-
plications. This offers precision polysilicon resistors and 
linear metal-insulator-metal (MIM) capacitors to allow 
the implementation of accurate analog circuits, while the 
0.13�m minimum feature size reduces the layout area 
required by digital logic. This 0.13�m process was cho-
sen as the target for the smart sensor design presented in 
this paper. 

As described in Section 2.1, the temperature sensor uses 
the characteristics of bipolar transistors to produce the 
temperature signal and reference. Bipolar transistors are 
not used in modern CMOS designs, so it is necessary to 
verify the ability to manufacture such devices on the 
target process. Fortunately many bandgap reference cir-
cuits are still commonly used in mixed-signal designs, so 
a substrate PNP bipolar device is supported and mod-
elled in the target IBM process. However the diffusions 
in modern manufacturing processes are not optimised for 
creating substrate transistors, so these devices perform 
relatively poorly in advanced submicron processes [9, 
Chapter 8]. As a substrate bipolar’s collector is tied to 
substrate (usually the most negative potential), such de-
vices must be biased through their emitter. And because 
the bias current is defined at the collector (1), the bipo-
lar’s current gain β becomes a quantity of interest. Shal-
low wells and extremely thin source / drain regions con-
tribute to low β in submicron processes, and the IBM-
provided models predict a substrate β of around 2. Such 
a low value requires the use of circuit techniques to al-
low the value of IC to be accurately controlled [4]. 

 

4   �Σ MODULATOR 

 
A �Σ ADC consists of an analog modulator and a digital 
filter. The modulator consists of a coarse quantiser and 
one or more integrators arranged in a feedback loop. 
Many coarse samples of the input signal are taken, and 
quantization noise introduced by the sampling process is 
modulated to frequencies above the signal band by the 
noise transfer function (NTF). 

�Σ modulators designed for modern mixed-signal ICs 
are invariably implemented using discrete-time differen-
tial switched-capacitor circuitry. Fully differential cir-
cuits offer increased signal swings and greater immunity 
to external noise sources than single-ended designs, both 
of which are significant advantages in a low-voltage 
mixed-signal IC [10, Chapter 6]. Switched-capacitor 
circuits exhibit good linearity and well-defined gain due 
to the excellent matching of on-chip capacitors. The dis-
crete-time nature of their operation also eliminates sensi-
tivity to clock jitter [8, Chapter 6]. 

A second-order modulator was chosen as a compromise 
between circuit complexity and conversion time, as it 
can achieve the desired 16-bit resolution with several 
hundred clock cycles. The loop can be implemented with 
several different architectures [8]. A Cascade of Integra-
tors Feedforward (CIFF) structure was chosen as it can 
implement more complex NTFs without placing addi-
tional load on the sensitive input signals (Fig. 3). 

 

4.1  Selection of NTF 

The values of the coefficients a1 and a2 in Fig. 3 deter-
mine the characteristics of the noise transfer function. 
The NTF affects the magnitude of quantization noise 
within the loop, which in turn affects loop stability and 
the number of cycles required to achieve a given resolu-
tion. The simplest NTF for a second-order loop is the 
differential function: 

(5) 

The high-frequency peak in (5) can be limited by intro-
ducing appropriately-chosen poles. A commonly-used 
rule of thumb [8, Chapter 4] is to limit the maximum 
gain of the NTF to a suitable value, such as 1.5, notated 
as ||NTF||∞ = 1.5. The NTF is therefore implemented in 
the form: 

(6) 
 

where D(z) can implement the poles of any high-pass 
filter, such as Butterworth. 

Limiting the peak NTF value in this way has the effect 
of reducing signal swings within the modulator. This is 
desirable because each integrator’s gain must be scaled 
to ensure the integrator output remains within the range 
determined by the limited supply voltage. The capacitors 
used at the input to the first integrator are often the larg-
est in the modulator to minimize the effect of sampled 
thermal noise, so reducing integrator swings reduces the 
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Fig. 3.  Second-order CIFF loop structure used as the ∆∑ modulator. 
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need for large integrating capacitors, thereby saving lay-
out area. On the other hand, limiting the peak NTF mag-
nitude also increases the proportion of noise present in 
the signal band, reducing the achievable conversion reso-
lution. 

Because a primary design goal is to minimize chip area 
and because a temperature signal is effectively a DC 
value, the NTF of (6) was implemented to reduce capaci-
tor layout area. With a peak NTF gain of 1.5, (6) re-
solves to [8, Chapter 8]: 

 

(7) 

 

4.2  Area-Efficient Integrator Gain 

To create the ADC reference voltage VREF of (4), it is 
necessary to multiply ∆VBE by the factor α. The charac-
teristics of the substrate bipolars and the bias currents 
used in the analog front-end dictate that a gain of α = 16 
is required. To minimize errors introduced by additional 
circuitry, it should be implemented in the first switched 
capacitor of the analog modulator (Fig. 3). This gain can 
be implemented either by switching in larger sampling 
capacitors, or by integrating �VBE multiple times. In the 
interests of saving layout area the latter option was cho-
sen. As the ADC reference depends on this gain, it must 
be implemented as precisely as possible. 

Fig. 4 shows the switched-capacitor integrator used in 
[4] as the first loop integrator. This integrator uses cor-
related double-sampling (CDS) to eliminate offsets and 
low-frequency noise at the inputs to the amplifier [11]. 
CDS operation is achieved by inverting VIN between 
sampling phase ΦA and integrating phase ΦB. The 
integrator’s differential output toggles between zero 
and the integrated value VINT between switch phases. 

The switches in Fig 4 are implemented using NMOS 
devices, which invariably introduce small parasitic ca-
pacitances between the switched terminals and chip 
substrate (Fig. 5). This is a concern in a high-accuracy, 
high-cycle integrator as these parasitic capacitances 
will cause a small amount of charge to leak off CINT 
every time the integrator toggles between ΦA and ΦB. 

An improved CDS integrator is shown in Fig. 6. The 
input signal VIN is still inverted between phases ΦA and 
ΦB. But unlike the integrator of Fig. 4 the output volt-
age remains at VINT during ΦA. This eliminates leakage 
due to parasitic capacitances in the switches, and allows 
the integrator to sample �VBE 16 times with high preci-
sion. 

 

5 DECIMATION FILTER 

 
Conventional �Σ modulators designed for telecommuni-
cations and audio applications operate on a continuous 
waveform. The spectral characteristic of these converters 
is a primary performance measure, and less attention is 
paid to DC characteristics such as linearity and offset. 
The ADCs used in low-frequency instrumentation and 
measurement applications, however, do not process an 
uninterrupted waveform. Converters in these applica-
tions are required to accurately reproduce a near-DC 
signal in the digital domain. Each sample is independent 
from previous values, and performance measures of in-
terest are linearity, gain, and offset. 

To eliminate the influence of previous values on the cur-
rent conversion, the integrators and digital filter of a �Σ 
ADC must be reset prior to the commencement of con-
version. This is known as incremental, or one-shot op-
eration. Because an incremental �Σ ADC must operate 
for the total impulse length of the filter before a digital 
output value can be obtained, the order of the digital 
filter is an important design variable that affects conver-
sion time as well as output resolution. 

Earlier research into incremental �Σ ADCs [12] used 
time-domain analysis to determine that the optimal filter 
is non-symmetric, and of the same order as the modula-
tor. More recent research [13, 14] confirms this observa-
tion. A non-symmetric filter is known as a Cascade of 
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Fig. 4.  Switched-capacitor integrator using correlated double-sampling. 

 
Fig. 5.  Parasitic capacitances of a MOS switch. 

Fig. 6.  Improved CDS integrator with minimal charge leakage. 
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Integrators (CoI); the transfer function of a second-order 
CoI filter is: 

(8) 

 
where N is the oversampling ratio. Due to their non-
symmetric impulse response, filters of this type cannot 
suppress periodic noise originating from the input signal 
or within the modulator itself. 

A symmetric impulse response is required for this smart 
sensor design for two reasons. Firstly, a symmetric re-
sponse will provide an average of the chip temperature 
during the entire conversion. And secondly, chopping 
[11] can be used within the �Σ modulator to remove 
residual switch-induced offsets [4]; a symmetric filter is 
necessary to average these chopped offsets present at the 
modulator output. 

An efficient and popular filter for �Σ applications requir-
ing a symmetric impulse response is the sinc filter [15]. 
The analysis presented in [13] showed that a second-
order modulator combined with a third-order sinc filter 
produced a 16-bit result with around half the number of 
cycles required by the same modulator with a second-
order sinc filter. The transfer function of this third-order 
sinc filter is: 

(9) 

 

To confirm the results in [12], the output of a second-
order modulator implementing the NTF of (7) was fil-
tered with both second- and third-order sinc filters of 
various lengths. The resulting conversion error was con-
verted to an effective number of bits (ENOB), and plot-
ted against the number of cycles required to fill the de-
cimation filter (Fig. 7). The symmetric third-order filter 
achieves the target resolution of 16 bits with around 500 
cycles, while the second-order filter fails to reach this 
accuracy at 800 cycles. Thus a symmetric third-order 
filter is clearly the better choice for decimating the out-
put of a second-order �Σ modulator where a symmetric 
impulse response is required. 

6 LAYOUT RESULTS 

 
The analog sensor and reference generator were laid out 
on the target 0.13µm IBM process, along with the sec-
ond-order switched-capacitor ∆Σ modulator and third-
order sinc filter. The simple structure of the sinc filter 
combined with the high digital density possible on the 
target process enabled the filter to occupy minimal area. 
High-density metal-insulator-metal capacitors combined 
with the accurate multi-counting integrator of Section 
4.2 significantly reduced the area requirements of the ∆Σ 
modulator. Performing the required 16x multiplication 
with increased capacitor values alone would require a 
layout area approximately 16x greater for the capacitors 
of integrator 1; it is apparent from Fig. 8 that this would 
lead to a vastly larger IC. 

The total area used by the sensor’s active circuitry is 
0.21mm2. Prototype devices are being manufactured at 
the time of writing. 
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A toy example of electrical impedance imaging using computational
inference
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Abstract: We present an example of reconstruction in a toy example of electrical impedance
tomography. Reconstructed images are computed using Bayesian inference by
Markov chain Monte Carlo (MCMC) sampling implemented usinga single-site
Metropolis-Hasting algorithm.
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1 INTRODUCTION

Figure 1 shows a phantom conductivity that we use to gen-
erate a toy example of imaging. The imaging problem
is to recover the spatially varying electrical conductivity
from boundary measurements of current and voltage, often
called electrical impedance tomography (EIT). The phan-
tom occupies a square region, and has pixel-wise constant
values of 4 (black) and 3 (white) in arbitrary units of con-
ductivity. Measurements are made at 16 point electrodes
(i.e. of no width) on the boundary (see Figure 2). This is
same setup as used in [8].

In EIT, we normally inject a set of currents
{

ji
E , i = 1, 2, . . . , k

}

in different pattern through these
electrodes and measure the resulting potentials at elec-
trodes

{

ui
E , i = 1, 2, . . . , k

}

. The set of measurements
is the current-voltage pairs

{(

ji
E ,u

i
E

)

, i = 1, 2, . . . , k
}

.
The imaging problem is to estimate the conductivities
from these measurements [5].

16 15 14 13

9
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5 6 7 8

4

3

2

1

Figure 1: The phantom conductivity used in the toy exam-
ple of EIT

Figure 2: Diagram showing a point electrode

2 MCMC

In the Bayesian approach to EIT, the conductivityσ is
treated as a random variable. Theposterior probability
distribution over σ, given measurements of current and
potentialf (σ | uE , jE), is the focus of subsequent infer-
ence [5] [3].

Here, we employ a single-component Metropolis-
Hastings algorithm [7] [9] to explore the posterior distri-
bution and to obtain a set of samplesσ1,σ2, . . . ,σn from
this multivariate distribution. The algorithm is comprised

of iterationsσk =
(

σ
(k)
1 , σ

(k)
2 , . . . , σ

(k)
m

)

−→ σk+1 each

of which involves the following three steps

1 σk → σ′ =
(

σ
(k)
1 , σ

(k)
2 , . . . , σ

(k)
i−1, σ

′
i, σ

(k)
i+1, . . . , σ

(k)
m

)

.

Hereσ′
i = σk

i + zi, with zi ∼ N(0, σzi
)
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2 compute acceptance probabilitya(σ,σ′) =
f (σ′ | uE , jE)

f (σ | uE , jE)

3 accept updateσ(k+1) = σ′ with probability
min{1, a(σ,σ′)}.

Note that the normalization constant in the posterior dis-
tribution is not needed for the computation of acceptance
probability, since

f (σ | uE , jE) =
f (uE | σ, jE) · f(σ)

∫

f (uE | σ, jE) · f(σ)dσ

hence,

a(σ,σ′) =
f (uE | σ′, jE) · f(σ′)

f (uE | σ, jE) · f(σ)
(1)

The prior distributionf(σ) here [6] is

f(σ) ∝ exp







β
∑

i∼j

s(σi − σj)







, σ ∈ [2.5, 4.5]m

(2)
wheres(.) is the tricube function [2]

s(d) =

{

1
d0

(

1− |d/d0|3
)3

if − d0 < d < d0

0 if |d| ≥ d0

.

The notationi ∼ j in the summation in equation 2 in-
dicates an edge in the graph of Markov random field, as
depicted in Figure 3. Figure 4 shows a realization from
this prior distribution. We can see that this model allows
abrupt changes of intensity in the image, which is a impor-
tant feature for this application.

Figure 3: Graph of first order Markov random field corre-
sponding to the pixel lattice

Evaluating the likelihood termf (uE | σ′, jE) involves
solving a boundary value problem (BVP) in order to com-
pute the forward map.

3 FORWARD MAP

If noise in the forward map is modeled as

uE = u0
E (σ, jE) + n (3)

Figure 4: A realization from the prior showing typical
properties

wheren ∼ N(0, σnI), then the likelihood function is

f(uE | σ, jE) = exp

{

− 1

2σ2
n

‖uE − u0
E (σ, jE) ‖22

}

(4)
up to a constant of proportionality that does not depend on
σ. Hereu0

E (σ, jE) is potential at electrodeu|E, in which
the potentialu is the solution of the BVP

−∇ · σ∇u = 0 Ω

−σ∂u
∂n

= jE ∂Ω

We use the finite element method (FEM) to solve this BVP.
The weak form of the BVP is

∫

Ω

(∇ · σ∇u) · v = 0 (5)

wherev is the test function. Applying Green’s identity we
have

∫

Ω

σ∇u · ∇v =

∫

∂Ω

σ
∂u

∂n
· v. (6)

The associated quadratic form gives the forms for the com-
ponents in the stiffness matrixK and load vectorf in the
FEM system

Ku = f . (7)

They are

Kij =

∫

Ω

σ∇φi∇φj =

E
∑

e=1

∫

Ωe

σ∇ψi∇ψj

and

fi =

∫

∂Ω

σ
∂u

∂n
φi =

∑

b

∫

Γb

σ
∂u

∂n
ψi.

We use bilinear elements to interpolate within each
(square) pixel. The4× 4 local stiff matrix is

[∫

Ωe

∇ψiψj

]

=
1

6









4 −1 −2 −1
−1 4 −1 −2
−2 −1 4 −2
−1 −2 −1 4









.
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The force vectorf depends on the current pattern injected.
In this paper, we inject a current at one of the 16 electrodes
and extract the current uniformly around the boundary.
This procedure is repeated 16 times with each electrode
taking turn as being an injector. So there is 16 sets of mea-
surements overall, so we assemble the force vectors into
the matrixF having 16 columns, with each column corre-
sponding to a set of measurements. IfI amount of current
is injected and there arem number of nodes on the bound-
ary, the nonzero element of the ith column ofF , are at the
entry of boundary nodes, and of value1/m, except for the
entry of injector beingm−1

m .
The steps required for a computation of the acceptance

ratioa (σ,σ′) are illustrated in the diagram in Figure 5.

Figure 5: Diagram of computational steps for the accep-
tance ratio

4 NUMERICAL RESULTS

We started the chain atσ0 = (3, 3, . . . , 3), and didn’t stop
until 80, 000×m simulations had been completed. During
the time, we recorded the state ofσ every 10 scans (10×m
iterations).

We also adjusted the step sizeσzi
in the proposal step to

make sure that the acceptance rate for each pixel is within
[30%, 70%]. Specifically,σzi

for the pixels near electrodes
are set to be relatively small and get larger for the pixels
towards the centre. The exception is those pixels at the

four corners, which have the biggest step size. An image
of step size is show in Figure 6.

Figure 6: Image of step size as a function of pixel. Bright-
ness is proportional toσzi

It is easy for us to provide a rough estimate of burn-in
from the trace plot of log-prior (Figure 7) and that of log-
likelihood ( Figure 8), which is about first40, 000 samples.
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Figure 7: Trace of log-prior
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Figure 8: Trace of log-likelihood
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Four realizations after the burn-in, which are separated
by 1, 000 scans (1, 000×m iterations), are shown in Fig-
ure 9.

Figure 9: Four samples from the posterior distribution

Traces of the conductivity at three pixels in the image
are shown in Figure 10. The location of the three pixels
are depicted as red, blue, and green circles in Figure 14.
We see that the sampler moves closely around desired low
conductivity during the course, while it is jumping up and
down from time to time in the dimension of the other two
pixels. This is in accordance with the marginal distribu-
tions for these pixels (Figure 11 12 13). The marginal dis-
tribution for pixel red has only one mode, while the other
two marginal distributions are bimodal.

All these results show that single-site Metropolis-
Hasting algorithm did not do a bad job in sampling this
high-dimensional distribution.

If any single estimator of conductivity is of interest, pos-
terior mean (Figure 14) and marginal posterior mode (Fig-

2000 4000 6000
2.5

3

4

4.5

2000 4000 6000
2.5

3

4

4.5

2000 4000 6000
2.5

3

4

4.5

Figure 10: traces of three pixels during the MCMC run

2.5 3 3.5 4 4.5

Figure 11: Sample marginal distribution for pixel red

2.5 3 3.5 4 4.5

Figure 12: Sample marginal distribution for pixel blue

ure 15)are two popular choices [4]. As we see in Figure 14,
most of the uncertainty is about boundary of high conduc-
tivity region. The discrepancy between marginal posterior
mode (Figure 15) and original one (Figure 1) happens to
be around the same place.

However, note that80, 000 iterations had been done to
achieve the above result, and it took quite a few days to run
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2.5 3 3.5 4 4.5

Figure 13: Sample marginal distribution for pixel green

Figure 14: Posterior mean conductivity

Figure 15: Marginal posterior mode

this long simulation in Matlab. We also mention that about
99% of CPU time had been spent on solving the system of
linear equation in FEM stage for the forward map.

5 CONCLUSION AND FURTHER WORK

Single-site Metropolis-Hasting algorithm can be used to
sample the posterior distribution arising in Bayesian infer-

ence in EIT, as long as speed is not a top priority. Future
work could focus on alternative MCMC algorithms which
are more efficient and fast in this appplication, e.g. de-
layed acceptance MCMC [1].
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Low-cost contour and groundwater mapping

Colin Fox
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Abstract: Faced with the need to establish contours for a sloping quarter acre section,
I developed a simple and low-cost way of making a survey from which accu-
rate contours can be produced. The solution requires measuring the distance
between suitably-placed survey pegs, and also their relative heights, followed
by computation of a sizable inverse problem. A groundwater problem on a
neighbouring property prompted me to also develop a low-cost piezometer for
measuring the water level in bore holes. The surveying method is described
with the resulting plan of contours, and the piezometer circuit and details are
given.

Keywords: Contour mapping, surveying, inverse problem, groundwater, fluid sensor,
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1. INTRODUCTION

In 2008 we1 bought a quarter-acre section in North
Dunedin. Being warm-blooded immigrants from
the north we chose a section that catches lots of
sun, which in Dunedin means that the section is
on a hill side. (In Dunedin land on the flat is
either in the valley, which gets the frost, or on the
ridge, where it can be very windy.) A picture of
the land, and slope is in Figure 1.

Figure 1: A sunny north-facing slope in Dunedin.
The slope can be seen to be roughly 1 in 3.

With an intention to build, I decided to survey the
land to provide contours to our architect. I first
went the high-tech route using GPS that allows

1Andrea and I

post processing to sub-metre accuracy. That al-
lowed absolute placement of the section pegs, but
I found the process too slow and imprecise for the
contouring job. In the end I settled on a low-tech
approach using a spirit level made from a garden
hose, a tape measure, and string lines to fill in de-
tail as needed. Measurements are then quite quick
and accurate, but leave a quite large implicit prob-
lem to determine the position of pegs and hence
contours. The measurement equipment, proce-
dure, data protocols, and structure of the inverse
problem are covered in section 2.

Our house design would require excavation to
a depth of 3 metres, so we became concerned
about the possibility of groundwater flow to the
house site, both during construction and after the
house was built. We are aiming at building a
well-insulated house; contrary to popular belief,
Dunedin actually gets plenty of regular sun. So it
is feasible to build a house that maintains an in-
ternal temperature around 20 degrees C, without
any heating at all [1]2. The key is thermal mass
and insulation – the combination stores the heat
from the sun for the days when there is none.

We had experienced this system when living in
Guanajuato in México, which (contrary to popu-
lar belief) is often a cold place. There, the houses
are built against the bedrock which stores the heat
from the day, keeping the house warm during the
very cold nights. Only after three days of over-
cast weather did our house actually need heating.

2We will put in a log burner for those times when theory

and practice don’t match.
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Guanajuato has the advantage of being incredibly
dry, which aids thermal insulation.

Water flow against a building is not conducive to
maintaining warmth (or dryness). To measure the
groundwater on the site, I enlisted the help of a
soil geologist friend. We bored three 3-5 metre
deep bore holes and measured the level of water.
The first measurements were made using an in-
dustrial water-level sensor that we borrowed. For
further measurements I built a fluid-level sensor
that give the same functionality, using bits out of
my electronic junk box. The electronics and sen-
sor are described in section 3.

2. LOW-COST SURVEYING

2.1 Low cost GPS surveying

My first intention was to survey the land solely
using some cheap global positioning system (GPS)
gear. Standard GPS equipment has an accuracy
of about 10m, which is obviously not good enough
for determining contours. Professional surveying
GPS gear uses a differential system that requires a
local base station to transmit it’s own location, so
that a moving station can subtract out most of the
errors in the system. This still leaves something
like 1 metre accuracy, but can be fast. However,
these systems cost something like $100k, so are
well outside my budget.

Instead I opted for some affordable gear from De-
Lorme [2] that allows post-processing of the data
to give sub-metre accuracy. The units I bought
were an Earthmate Blue Logger GPS, and an
Earthmate USB GPS, costing about NZ$300 all
up. That allowed me to log one GPS directly to
my laptop, while the other logged itself, for later
download via Bluetooth. The gear worked well,
though with a few teething and software problems
and the usual Bluetooth issues, and did indeed al-
low sub-metre measurements. I found that very
useful for accurately locating boundary pegs with
respect to the survey reference points in Dunedin.
However, the post-processing essentially works by
averaging a long record to reduce errors. In prac-
tice that means recording for an hour or two, at a
time when many satellites are overhead. DeLorme
provided great software for finding out in advance
when a suitable satellite configuration was over-
head, but that did mean planning measurements
in advance to fit them around other commitments.
In practice I could manage a few measurements
per day which was simply too slow for the survey-
ing job. On top of that, accuracy around 1 metre
was not really good enough for the half-metre con-
tours that the architect wanted. So I turned to the
low-tech route, described next.

2.2 Low-tech surveying, in theory

The GPS route had created the hope that I could
determine the absolute location of any point.
With that easy route gone, I decided to measure
the relative location of selected points by the tried-
and-true method of triangulation. I fixed a set of
points by putting in pegs at regular locations, with
a clout-head nail in the top of each peg to give a
precise measurement point.

To locate the pegs in three dimensions requires
measuring the relative heights, as well as relative
distances. Consider three points in space r1 =
(x1, y1, z1), r2 = (x2, y2, z2), and r3 = (x3, y3, z3).
The relative heights h1,2 = z1− z2, h2,3 = z2− z3,
and h3,1 = z3−z1 and distances d1,2 = ‖r1−r2‖ =
√

(x1 − x2)
2 + (y1 − y2)2 + (z1 − z2)2, d2,3, d3,1

are all that is needed. For these three points, the
relative z-values are determined by h1,2, h2,3, and
h3,1 (note there is a redundancy since h1,2+h2,3+
h3,1 = 0). The x and y values can be found by

writing (x1 − x2)
2

+ (y1 − y2)2 = d2
1,2 − h2

1,2, etc,
and solving for three of the six unknowns. The
position of the three points is then determined up
to an arbitrary translation in 3-dimensions, a ro-
tation in the horizontal plane, and a mirror sym-
metry of the horizontal plane3.

The location of further pegs can be found by fur-
ther triangulation. For example, if we include a
peg at r4 and measure distances to two previous
pegs and one relative height, the three measure-
ments determine the three coordinates (x4, y4, z4),
up to the mirror symmetry.

The translation and rotation ambiguities may be
resolved by choosing one peg to be at the coordi-
nate origin (determining three values) and by de-
termining the orientation of one line with respect
to north. I did this at the final step, by determin-
ing the absolute location of two of the boundary
pegs. The mirror ambiguity is resolved by know-
ing the approximate location of pegs, and picking
the closest solution.

2.3 Measuring distance and height

Measuring distance is easy with a tape measure,
but measuring relative heights requires a bit more
ingenuity.

My first thought was to use a hose filled with wa-
ter and measure the pressure drop across the hose,
and hence determine relative heights of the two
ends. I soon found that pressure transducers with

3There are three mirror symmetries, but the result de-

pends only on whether an odd or even number of mirror

operations are applied.
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the required accuracy are a bit pricey, so I opted
for a simpler approach. I made a simple spirit-
level using a garden hose with about a metre of
clear plastic hose attached at each end. A ball tap
at each end allowed the ends to be closed so the
water did not leak out while moving the hose, and
could be opened to the atmosphere when making
measurements – so the water at both ends have
the same (atmospheric) pressure and hence are at
the same height. I measured relative heights by
mounting a pole of known height vertically over
each peg, and measuring the height from the wa-
ter level to the top of the pole. I squirted some
dish-washing liquid into the water in the pipe to
reduce any affects of surface tension. That had the
unexpected benefit of creating foam on top of the
water, making it easy to see the water level. The
hose level is shown in Figure 2, with both ends
clamped to a pole placed over a peg. The pole
has a short section of pipe attached to the bot-
tom, to allow easy placement over the peg, and a
post-level attached to make it easy to ensure the
pole is vertical.

Figure 2: The hose level made up of a water-filled
garden hose with clear tube ends, with both ends
clamped to a post. A red post-level is visible,
while foam on top of the water is just visible.

I also used a string line between pegs to fill in
surface levels, as needed. I used thick fishing
line as the string line; being light and strong it
can be pulled tight and does not droop much.
Measurement of the distance from one peg deter-

mines the 3-dimensional location of a point on the
string line, and the height above the surface was
recorded.

2.4 Measurement protocol, parsing, and data

structures

Measurements were initially written (in pencil) in
a notebook, as they were made. In total, several
hundred measurement were made and by the end
I wished I had an electronic way of recording mea-
surements without the need to write. I came up
with a simple readable space delimited text file
format for entering this data into the computer,
that kept the process simple and easy to check.

All data was entered into one text file, with one
measurement per line. The lines have the format

• H peg1 peg2 hhh – height hhh cm of peg1
above peg2

• D peg1 peg2 ddd – distance ddd cm between
peg1 and peg2

• SL peg1 peg2 ddd hhh — the height hhh

(cm) above ground of a string line a the point
distance ddd cm from peg1

The terms peg1 and peg2 were the names given
to the pegs. At the time of putting them in, each
peg was marked with a short name such as ‘L1’
for pegs establishing basic levels, ‘BP4’ for pegs
on the boundary, and ‘C3’ for fill-in pegs needed
for more accurate contours.

The file was first parsed to build a table of peg
names, and a mapping from names to numbers.
Two arrays were constructed for each of the height
and distance data. Array H was a measurement
mask for heights with H(i, j) = 1 if the height
between the ith and jth pegs was measured, and
is otherwise zero, with the height array h storing
the value of hi,j . Note that H has even symmetry
while h has odd symmetry. Similarly array D was
a measurement mask for distances with D(1, j) =
1 if the distance between the ith and jth pegs was
measured, and is otherwise zero, with the distance
data array d storing the value of di,j . Note that
D and d have even symmetry.

2.5 An inverse problem

Each of the raw distance or height measurements
has an accuracy of about ±0.5cm, from reading
the tape measure. Once geometry inaccuracies are
accounted for, such as sag in a tape measure line
or wobbly pegs, the errors are about 2 or 3 times
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that, and maybe more in long distance measures
where tape measure stretch is an issue.

These errors mean that the positions of pegs can-
not be determined by exact solution of the equa-
tions, above. Attempting that route would prob-
ably end up with massive errors by the time the
last measurements were being analyzed. Further,
redundancy in the measurements (which ought to
improve results) in the presence of errors means
there is no set of peg positions that exactly sat-
isfy the distance and height equations. So what
to do?

This is a common situation in inverse problems. A
standard solution is to solve all of the equations
at once, but only approximately. And how to do
that? The late great Murray D. Johns once said
that solving any problem is easy ... just pick a
criterion of optimality and optimize with respect
to it4. So that is what we do here, by minimizing
a sum of squares of the data residuals, as follows.

Using the arrays defined in section 2.4, define the
square error in heights

Qh =
∑

Hi,j=1

(zi − zj − hi,j)
2

and the square error in distances

Qd =
∑

Hi,j=1

(‖ri − rj‖ − di,j)
2

which are functions of the peg positions. The
equation in heights decouples so it is easy to
solve for heights first. Since Qh is quadratic in
the heights, the set of z-values that minimize
Qh is given by solving a linear system involving
the Hessian of Qh which is (in MatLab notation)
-H+diag(sum(H)) – it is no coincidence that this
has the same form as the admittance matrix for a
network of 1 Ohm resistors. Fixing these z values,
I then solved for the x- and y-positions by mini-
mizing Qd. This functional is not quadratic in peg
positions so requires a bit more work to minimize.
I took the lazy route of using MatLab’s fmins

function, which takes ages to converge but does
get there. It is important to resolve the transla-
tional and rotational symmetries to avoid unnec-
essary numerical work, and to choose a starting
position that resolves the mirror symmetries.

Once peg positions were determined, I used a ra-
dial basis function interpolation to evaluate the
ground level at any point. Figure 3 shows the
contours determined this way, with the location
of pegs shown as blue crosses, plotted on an aerial
photograph downloaded from the Dunedin City
web site.

4It turns out this suggestion of making a ‘point’ esti-

mate can sometimes give terrible predictions. See the other

paper co-authored by me in this proceedings for some ex-

amples that demonstrate this.

3. MEASURING GROUNDWATER

Underground water was probed by drilling bore
holes, and measuring the water level in each bore
hole over time.

With the help of a friend who is a soil geologist, we
borrowed a 60mm diameter hand auger that had
extensions to allow bore holes of several metres
depth. In the end we bored three holes, two at
the location that will be the back wall of the house
(and the deepest excavation) and one near an area
where a neighbour had experienced problems from
excessive groundwater. The bore hole varied from
3.5 to 4.5 metres – basically we kept going until
we hit a rock and could not bore further.

I put 30 mm diameter stand pipes in each bore-
hole, with horizontal hacksaw cuts each 50mm for
1.5 m from the bottom to allow water flow, then
covered in filter material to stop silting. The bore
hole around the stand pipe was back-filled with
coarse sand to stop the hole collapsing, which can
also block flow. Figure 4 shows one stand pipe.

Figure 4: All that can be seen from the surface of
one stand pipe

3.1 A junk-box piezometer

An easy way to measure water height is to use a
‘piezometer’. A sensor is lowered into the stand-
pipe, and the piezometer indicates when the sen-
sor touches water. The sensor head is essentially
a pair of electrical contacts with the water closing
an electrical circuit.
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Figure 3: Contours, in green, interpolated from 3-dimensional peg positions, shown as blue crosses.

On the day we bored holes, we used a profes-
sional piezometer that we borrowed to measure
the height of the groundwater. For subsequent
measurements I built a unit that mimicked the
operation of the professional unit. Figure 5 shows

Figure 5: The sensor head connected to a tape
measure and wiring, sitting on the box that houses
the electronics.

the sensor head I built, made from a stainless steel
center rod with a 10mm long 3mm diameter probe
turned at the bottom end, wrapped in insulating
tape and shoved into a outer tube, with 10mm
cross hole at the probe. The outer tube turned
out not to be stainless, as can be seen from the
surface rust.

Measurement of electrical connectivity at the sen-
sor is best made at frequency, as opposed to d.c.,
to avoid electrolysis effects that can build up an
insulating layer on the sensor. I chose a frequency
of 1.2 kHz.

The electrical equivalent of the sensor at 1kHz is
shown in Figure 6, when dry and when dipped in
tap water. Not surprisingly, when dry the sensor

428pF

5.2MW

15.4nF

3kW

dry wet

Figure 6: The electrical equivalent of the sensor
head, wet and dry, measured on a RCL bridge at
1kHz.

is essentially an open circuit with the leads con-
tributing about 430pF, so the impedance is pri-
marily capacitive. When wet, the impedance at
1kHz is primarily resistive, looking like a 3kΩ re-
sistor with some capacitance.

The water sensing circuit is shown in Figure 7,
adapted from a circuit I found on the web [3]. This
gives a device that gives an audible beep when
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Figure 7: Circuit diagram for the piezometer.

the sensor is wet. It uses half of a CMOS 4093
quad two-input NAND schmitt trigger. I have
to say that I’m a fan of this very versatile chip,
and recommend the Fairchild application note [4].
I added the anti-static protection [5] after zap-
ping the first version within a day. All the parts
required were retrieved from my junk box. The
speaker is a piezo transducer (probably scavenged
from a musical Christmas card that had become
annoying) glued to the inside of the box. The
whole thing runs from a 9V battery and requires
no on/off switch as it draws virtually no power
when not beeping. With only the connecting ter-
minals going through the box, I could seal the box
completely making the whole unit weather proof.
The unit I built is six months old now, and still
beeps happily when the sensor is wet.

4. DISCUSSION AND CONCLUSION

I have now surveyed two plots of land using the
method described here. One house is built using
the resulting contours; unfortunately it’s not ours.
However, as we have shown, it is perfectly feasible
to make contours of a quarter-acre plot with some
$100 worth of bits from the local hardware store,
followed by several hours of high-tech computing
courtesy of MatLab.

I was also surprised how easy it is to measure
groundwater, and to build a piezometer. A hy-
drologist friend is now interested in replicating
and using the design I have given here to save the
thousands it costs to buy the professional unit.

As part of the groundwater measurements I also
built a simple water pump for performing ‘pump
tests’. Electrical pumps that can suck muddy wa-
ter up 4 metres are rather expensive, and rely on

a purpose-made non-return valve at the bottom
of the bore. In keeping with the cheapo aspect
of this project, I built a simple pump following a
design I seen used in poor regions of Africa. It
consists of a ball valve at the bottom of a long
pipe; oscillating the pipe up and down pumps the
water up. I made one using some 25 mm water
pipe from the local hardware store, a few adapted
fittings, and a marble. I was amazed how well it
worked, and how good the valve turned out to be.
This allowed me to perform a ‘draw down’ test
to determine water availability – again requiring
much processing in MatLab.

My conclusion is that a lot can be done with a few
parts from the hardware store, an electronic junk
box, and lots of MatLab processing.
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Abstract: An algorithm for tracking the frequency of an interference tone is described and

analysed. The method involves detection of the phase shift of a signal through

a bandpass filter. The VHDL implementation of this method is described and

simulation results are presented to show the operation of the system.
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1 INTRODUCTION

Electromagnetic interference (EMI) can have a large im-

pact on the operation of a circuit. As such, minimising

susceptibility to EMI is a major design task in most elec-

tronic devices [1]. EMI can originate from both outside

a circuit and within it, the latter being the focus of this

paper. While it is common to solve the issue by placing

shielding over the component(s) causing the interference

[2] (usually a clock source), this paper looks at using dig-

ital filtering to remove the interference.

An algorithm for detecting the frequency of the inter-

ference and a notch filter for removing it have been devel-

oped. This paper focuses on tracking the interference fre-

quency. This is important because a small amount of clock

drift can result in the interference tone shifting away from

the notch and escaping attenuation. The notch is narrow-

band to minimise damage inflicted on the wanted signal,

so the frequency needs to be accurately tracked. Specif-

ically, the notch has a bandwidth of ∼7.5 Hz in a system

with a 48 kHz sample rate.

Fig. 1 shows the basic structure of the system, com-

prised of a notch filter with adjustable centre frequency

and a module to track the frequency of a tone in the in-

coming signal x. The notch filter is described in Section 2

and the tracker is the focus of this paper. An operational

system also requires a means of determining the interfer-

ence frequency initially, but this diagram only shows the

components operating in steady state.

The notch filter and how the tracking unit fits into the

system are described in Section 2, as well as a mention of

alternative solutions. Section 3 describes the tracking al-

gorithm, and Section 4 describes the implementation. Fur-

ther applications of the tracker and recommended future

research are described in Section 5.

Figure 1: Base level block diagram of the application.

2 BACKGROUND

Tonal interference can be reduced using a narrowband

notch filter. A single-tap complex infinite impulse re-

sponse (IIR) filter with adjustable centre frequency has

been found to give good results. The structure of the notch

is shown in Fig. 2. Its transfer function is given by

H(z) =
z − α

z − α(1− µ)
, (1)

where α is a unit magnitude complex number whose angle

determines the notch centre frequency and µ is a small real

number proportional to the notch bandwidth.

The notch is supplemented by a differential detection

algorithm to automatically determine the frequency of the

interference at startup [3]. The notch and the detection al-

gorithm were implemented in both Matlab and VHDL and

were successfully tested on Altera Cyclone FPGA devel-

opment boards. To complete the interference cancellation

system, an algorithm to track the frequency of the interfer-

ence in real time was required.
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Figure 2: Notch filter structure.

Several solutions exist to the problem of frequency

tracking. Tashev and Malvar [4] suggest using frequency

domain techniques to predict the behaviour of interfering

sinusoids in speech signals in order to perform cancella-

tion. In [5], image processing techniques are applied to

the spectrogram of a signal to restore a speech signal con-

taminated by tone(s). This technique is not appropriate

for real time processing. Both of the above approaches

have more complexity and require more computation than

is desired. Also, neither of the above techniques allow for

wanted tones to exist in a signal, rather, they treat all tones

as interference to be removed.

In [6] and [7], features of orthogonal frequency divi-

sion multiplexing are used to track the carrier frequency.

Whilst they offer high-performing systems, the methods

are not applicable to a general frequency tracking sys-

tem. The method proposed in [8] based on dynamic sig-

nal delays is fast but does not offer enough accuracy. The

methods proposed in [9] and [10] are too complicated for

this application, with Markov models and artificial intelli-

gence, and they would thus use far more resources than is

justified for a small tone cancellation routine.

3 INTERFERENCE TRACKING

As shown in Fig. 3, the tracker operates by passing the

incoming signal through a bandpass filter, then finding the

phase shift that resulted. If the interference is located in the

centre of the notch, the filter will apply no phase shift. But

if the interference drifts away from the centre, a phase shift

will be applied to the signal. This phase can be detected,

and its sign indicates the direction of drift.

Figure 3: Tracker block diagram.

For a single tone input signal of amplitude Ax and dig-

ital frequency Fx, γ is given by

γ = |Ax|2H(Fx), (2)

and so

arg[γ] = arg [H(Fx)] . (3)

If the input signal contains both a wanted tone and an

interference tone with amplitudes Aw and Ai and digital

frequencies Fw and Fi respectively, the output becomes

arg[γ] ≈ arg
[

H(Fi)|Ai|2 + H(Fw)|Aw|2
]

. (4)

Comparing (4) and (3) it is clear that the effect on the

tracker output of the wanted tone depends on the filter re-

sponse at the frequency of the wanted tone as well as the

relative magnitudes of the two tones.

For the general case, it can be shown that

γ = 〈v[n]〉 ≈
∫ 0.5

−0.5

H(F )Sx(F ) dF, (5)

where 〈.〉 denotes a long-term average and Sx is the power

spectral density of the signal x. This is equivalent to a

weighted centroid operation.

3.0.1 First order vs second order

Two bandpass filters were tested, of first order and second

order. Both filters have a phase response that diverges ei-

ther side of its centre frequency and a magnitude which

drops away with distance from the centre. These two fea-

tures result in the filter producing a non-zero output when

the interference tone is offset from the notch centre and

reduce the effect of a wanted signal on the detection, re-

spectively.

Figure 4: Frequency response of first order filter.

The first order filter has the transfer function

H(z) =
z

z − (1− µ)α
(6)
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Figure 5: Frequency response of second order filter.

while the second order filter has the transfer function

H(z) =
z2

(z − (1− µ)α)2
, (7)

with α and µ as described in (1). The response of each of

these filters is shown in Figs. 4 and 5.

The second order response has two advantages over the

first order response. First, it has much greater attenuation

and second, the response phase tends to ±π as it moves

away from the centre1, where the first order system tends

to ±π
2 (see Fig. 4). The greater attenuation is advanta-

geous as it results in the tone nearest to the filter centre

having more dominance over the detector output, reducing

the effect of a wanted tone. The phase response is an ad-

vantage as it means that the contribution from the wanted

tone on the detector output will lie approximately anti-

phase with the contribution from the interference tone,

minimising the error introduced. Both of these features

can be seen in Fig. 6, where the error angle introduced by

the wanted tone is significantly smaller with a second or-

der filter.

Fig. 7 shows the error introduced to the phase of γ by

the presence of a second tone in the signal. This shows

that a wanted tone needs to be much closer to the notch

centre frequency to have an effect on the tracking in the

second order system than it does in the first order system.

While the above observations suggest that a second or-

der filter offers better rejection of other energy in the sig-

nal, the first order system has the advantage that it can

be implemented more simply and cheaply. However, the

greater rejection offered by the second order filter out-

weighs this advantage. A third order filter was also tested,

however, this offered minimal extra rejection. The reason

for this is that with small separation, there are cross terms

1Actually, the phase tends quickly to ±π, then slowly falls back to

reach zero again at a frequency S/2 from the filter centre. However, fre-

quencies this far from the centre are neglected since their magnitude re-

sponse is essentially zero.

which can no longer be neglected. For these reasons, a sec-

ond order filter is considered to be the best for this tracking

system.

(a) First order filter.

(b) Second order filter.

Figure 6: Argand plane representations of example values

of γ produced by the two filter types. Note the smaller

error with the second order filter (b).

4 VHDL IMPLEMENTATION

Once the second order filter phase detection method was

chosen to be the best, it was implemented in VHDL. This

required implementation of a first order narrowband band-

pass filter (cascaded to produce a second order filter), an

accumulator to approximate the expectation operation, and

a unit to adjust α. Divisions and multiplication were im-

plemented with Altera Megafunctions2 to reduce develop-

ment time. The implemented design is shown in Fig. 8.

The algorithm of the tracker for each input sample xn

is:

1. wn = xn+2(1−µ)αwn−1−(1−µ)2α2wn−2 (2nd

order bandpass filter)

2. γn = γn−1 + wn × xn
∗

2Megafunctions are pre-designed modules provided by Altera for use

on their FPGAs.
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(a) First order filter.

(b) Second order filter.

Figure 7: Error induced by a wanted tone.

Figure 8: System diagram of the filter and tracking unit.

3. if accumulation time is up:

• if arg[γ] > threshold:

– α = α exp (−jφ)

– normalise α using (8)

• else if arg[γ] < −threshold:

– α = α exp (jφ)

– normalise α using (8)

Normalisation of α is required to ensure a unit magnitude

despite quantisation of the real and imaginary components.

This is accomplished by [11]

α′ =
α(3− |α|2)

2
. (8)

The bandpass filter implementation uses a complex

multiply, a bit shift, and several adds. The bit shift is used

to effect the multiply by µ. The unit to perform the corre-

lation step multiplies its two incoming signal samples to-

gether after conjugating one of them, and accumulates this

product. After a set number of samples, the sum is latched

and its angle is approximated using a division. This small-

angle approximation holds as long as the interference fre-

quency is near the notch centre frequency. If it is not,

but the tone is still the main energy being passed through

the filter, the quotient will have an inaccurate magnitude,

but the correct sign, allowing the tracker to still move the

notch in the right direction. This situation works well with

the fixed step size α controller, since it can be difficult to

determine how far α should be moved using this approxi-

mation to arg[].
The α adjusting module keeps a register containing the

current value of α, used both internally and by the tracker

and notch. When the module is signalled to adjust α, it ro-

tates it in the direction signalled, then normalises the result

using (8). This new result is then clocked into the register,

updating the whole system.

4.1 Simulation

Functional simulation in Modelsim was performed for

each module separately as it was developed, then the sys-

tem as a whole was simulated. The filter simulation con-

firmed that the filter was operational by passing two tones

through it, one inside and one outside the passband, and

observing that one was attenuated.

Simulation of the α controller showed that it correctly

responded to signals by rotating α, but downward move-

ment occurred faster than upwards. This was due to the

new value of α always being quantised downwards. This

prompted a change to make the downward rotator smaller

than the upward one. While this did not completely fix the

issue, it is not a large problem since if the notch only needs

to move down one step, then it will fall by two, then will

move up one in the next iteration.
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Having successfully simulated each component sepa-

rately, the complete tracking system was assembled and

simulated. For this simulation, α was initialised to a fre-

quency of 1 kHz, and a 1 kHz tone was passed through the

system. This was repeated for various other initial values

of α around 1kHz. These runs showed the tracking system

behaving exactly as expected, adjusting α until it matched

the frequency of the incoming tone, then keeping it there.

The same test was repeated for some other frequencies,

such as 3 kHz and −4 kHz, to confirm operation.

Fig. 9 shows the tracker successfully adjusting the fre-

quency to follow the frequency of the interference when

the incoming signal contains wanted signals and noise. For

this simulation, the signal had an interference-to-noise ra-

tio of −30 dB, and the wanted tone was at 2970 Hz, with

an amplitude about 3 dB greater than that of the interfer-

ence. For the simulation, the interference tone started at

3000 Hz and drifted up at a rate of 0.2 Hz per second.

The step response of the tracking system is shown in

Fig. 10. It can be seen that the system responds by chang-

ing the frequency at an approximately constant3 rate until

it reaches the new reference frequency. The tracker could

be described as a bang-bang controller with hysteresis. It

moves up at a constant rate, down at a constant rate, or not

at all. There is no variable rate control. The error present

on the right hand side of the plot is not an offset error as

would be found in proportional control; it is a quantisation

error.

4.2 FPGA testing

To test the operation of the system on the FPGA, two more

modules were required. The development board has an au-

dio codec connected to line in and out jacks, used to take

in and pass out the signals. Thus a driver was implemented

to initialise and operate the codec. Since the system is de-

signed to operate on I/Q signals from a radio channel, a

3The rate is nominally constant, but changes between steps due to

quantisation effects.

Figure 9: Operation of tracker with interference tone and

noise.

Figure 10: Step response of the tracker in simulation.

Hilbert transformer [12] was implemented to emulate this

situation. For simplicity, the Hilbert transformer was im-

plemented as a 15 tap FIR filter, which simplifies down to

four coefficients. This offered good phase response, and

the magnitude response was flat enough to observe the sys-

tem working.

Two signal sources were used for testing, a signal gen-

erator and a laptop computer. The signal generator was

used to represent an interfering tone, and the laptop could

provide arbitrary signals such as music or a second tone

to represent a wanted signal. Whilst the system was run-

ning, the value of α on the FPGA was monitored using

SignalTap4, so that all changes could be seen. The system

was operated with 48 kHz sampling. A hold-off period of

approximately 350 ms was implemented at system startup

to allow the filters in the ADC to stabilise. This length of

time was determined through experimentation.

Tests began with just the interference tone as input to

the system, to allow the detection routine to find the initial

interference frequency. Then the ‘wanted signal’ was en-

abled, and the interference frequency was varied. For all

tests undertaken, the tracker successfully tracked the in-

terference frequency, adjusting the notch frequency to lie

as close as possible to the interference within the bounds

of quantisation. Some testing was done to see how small

a separation between tones could be handled, and on av-

erage the system was unaffected by the presence of the

second tone down to separations of 10 Hz, surpassing ex-

pectations.

5 CONCLUSIONS

This research has found that the best compromise between

complexity and effectiveness is achieved by the use of a

second order bandpass filter. This design offers good se-

lectivity and is capable of tracking to a high level of preci-

sion.

4SignalTap is an Altera technology that allows signal values on an

FPGA to be recorded and uploaded to a host PC.
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The tracking system developed in this paper could eas-

ily be used in other applications. Instead of adjusting a

notch filter, the system could be used to adjust a bandpass

filter, for example to track CTCSS tones [13] or a carrier

signal. Because the system is unaffected by out of band en-

ergy, several instances of this system can be run closely in

parallel for tracking several tones within one signal. This

would require a more sophisticated detection routine than

the one used in this application. Future work is also re-

quired to quantify the effect of word lengths on the perfor-

mance of the algorithm.
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1 INTRODUCTION

Many large institutions, the University of Otago being one
of them, have a large number of desktop PCs, some work-
stations, and even a few clusters. These are often under-
utilised, that is the average CPU usage is well below 100%,
often with large periods where the computer is completely
idle – like overnight. The combined computational power
of all of these computers can be extremely large. Dis-
tributed and grid computing are attempts to combine the
computational power of many smaller compute resources
into a large combined compute resource.

1.1 Early Distributed Computing Projects

Several attempts to harness all of these available idle pro-
cessors have been made before, with varying levels of suc-
cess. The first popular distributed computing project was
SETI@home. This project uses software running on thou-
sands of PCs to analyse radio telescope signals for evi-
dence of extra-terrestrial intelligence. Private users volun-
teer the idle cycles of their PCs to the project by download-
ing the SETI@home client software. This software runs as
a screen-saver so only uses the computer while it is idle.

Folding@home[1], another example of volunteer com-
puting, is the most powerful ‘supercomputer’ in the world.
This is also distributed computing application where those
willing to donate their spare CPU cycles can download and
install the Folding@home client and it runs whenever the
computer is idle. Estimated total computational perfor-
mance of all of the compute clients that are part of the
project is more than 8 petaFLOPS.

CPUs Machine Performance Cost
(GFLOPS) (2009 USD)

289,000 SETI@Home 724,000 0
329,000 Folding@Home 8,255,000 0

1792 IBM p575 34,000 9,000,000
150,152 Cray XT-5 1,059,000 100,000,000

Table 1: Volunteer computing processing power compared
with more traditional supercomputers.

Table 1 compares the computing power of SETI@home
and Folding@home with two more traditional supercom-
puters. As the table clearly shows, the cost to the volunteer
computing projects for the compute resources is zero. The
projects do have to supply all of the server hardware, net-
work connections, manpower, and other infrastructure for
the projects. A spin-off from SETI@home is BOINC[2],
a C/C++ API that implements the necessary functionality
for other projects wishing to develop distributed comput-
ing applications.

1.2 Grid Computing

Grid computing is combining the computing resources
from multiple domains to form a much larger comput-
ing resource. Two prominent grid software projects are
Sun’s Grid Engine[3] and the University of Wisconsin’s
Condor[4]. These projects also include cycle-scavenging
features so that the computing power of idle desktop ma-
chines can be added to the Grid.

Condor and Grid Engine have serious problems in some
situations though. The master nodes have to be able to
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connect to the compute clients to give them jobs. This re-
quires that the master node must be able to initiate network
connections to each of the clients. For such a connection
to be established the client needs to have many network
ports exposed and made available. This often requires
opening up a lot of ports within any existing firewalls and
this can be insecure, and relies on system administrators
being willing to make these ports available. Condor pro-
vides tools to help configure its networking reqirements
but these are complicated and do not solve these problems
as well as OGRE does.

1.3 OGRE Overview

OGRE is a grid-computing platform that is designed to
excel at embarrassingly parallel workloads. It is primarily
designed for cycle scavenging on heterogeneous clients,
with all clients initiating network transactions, and huge
job queues. OGRE is written in the Ruby programming
language and uses standard interfaces for communca-
tion and storage. Amongst these standards are SOAP,
XML-RPC, YAML, SQL, XML, SSH, HTTP, HTTPS
and OpenSSL. The jobs are stored on the MasterNode
in a SQLite3 database, job data files are stored on the
DataServer in the native filesystem, though accessible via
HTTP. Since all compute clients initiate connections, and
can use standard SSH or HTTP ports, firewalls are not a
problem with OGRE.

2 EXAMPLE OGRE APPLICATIONS

2.1 Bird Tags

A new GPS algorithm (currently in development a patent
is pending) can calculate a GPS location fix with only a
few milliseconds of GPS satellite data. An off-shoot of
this technology is a new generation of bird-tags that are
smaller, lighter, and with better battery life (see Figure 1
for a picture of a tag currently in development). Now,
months or years of bird-position data can be recorded by
each bird-tag.

A tradeoff with this algorithm is that the computational
costs are far greater than with the conventional GPS algo-
rithm. But by submitting jobs containing the data recorded
by the tags to OGRE, the workload is spread over many,
many processors so that these positions can be calculated
in a reasonable time-frame.

2.2 Bioinformatics

OGRE has support for using some pre-installed software
packaes for computation. An example of this is the pack-
age R. This is a programming platform (interpreter + li-
braries) designed primarily for statistical computing and
subsequent visualisation. If OGRE compute clients have
an R packaged installed then they can run R jobs retreived

Figure 1: Bird-tag that uses the GPS FastFix algorithm to
improve battery life and reduce size and mass.

from the MasterNode. Examples of R jobs OGRE has
been used to run is bioinformatics, gene-survival jobs.

2.3 Search for a Faster Counter

Conventional base-2 counters typically have a large com-
binatorial delay (due to the ripple-carry operation) or re-
quire a large number of logic gates[5]. By using non-
standard number systems faster counters can be devel-
oped. A project that OGRE has been used for, requir-
ing millions of CPU hours, is looking at gate combina-
tions for faster binary counters. The brute force search
had to search for gate combinations in highly-connected
networks of gates and D-type flip-flops (see Figure 2).

0

Tb Ta

bb

b b

n−1

n−1

n−2

n−2 2345

5 4 3 2 b

bb

Tb Ta Tb Ta T1 T0

0

0

b1

1

bbbb

b b b b

Figure 2: Brute-force search for faster binary counters.

3 OGRE ARCHITECTURE

OGRE was designed to run embarrassingly parallel com-
puting tasks distributed across a large, institute or nation-
wide grid. OGRE supports heterogeneous compute nodes,
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i.e. compute nodes can have different architectures, op-
erating systems, and installed software packages. Addi-
tionally, OGRE’s network model allows it to communicate
through firewalls far better than existing tools like Sun’s
Grid Engine or Condor.

The OGRE architecture uses a client-server model. Key
features are that OGRE has a separate job server (called
the MasterNode) and data server (called the DataServer).
Each of these can be run on a separate computer. Cur-
rently the OGRE project is written almost entirely in the
program language Ruby. This language is very suitable for
Rapid Application Development and yet flexible and pow-
erful enough to not to have to re-write sections of code in
a lower-level, compiled language like C/C++.

OGRE has compute clients for GNU/Linux, PBS Pro,
Torque, Apple Mac OS (via Xgrid), and Microsoft Win-
dows1. OGRE also allows jobs submitted to the MasterN-
ode (see Section 3.2) to be run on any compatible platform
without the user specifically choosing compute resources.

Compute1

electron.otago

Compute2

Master Node Data Server

fwphysics.otago aut .ac .nz

cluster
vulcan.px

AUT 1AUT 2

n 1 n 2 n 3 ...

Figure 3: OGRE grid hierarchy showing firewalls, clients
and clusters.

3.1 OGRE’s Networking Code

One of OGRE’s biggest advantages is its network model,
OGRE does not lose functionality even when having to
communicate through very restrictive firewalls. All clients
must initiate network transactions to the MasterNode and
DataServer. Since the servers do not initiate transactions
the clients need not be directly accessible by the server.
The clients can also communicate with the servers using

1Some of these platforms are still in the early stages of development.

standard SSH and/or HTTP. These network services are
normally enabled on many networks, and therefore the
ports they require are normally open.

Condor and Grid Engine are also designed for grid com-
puting but have features that are not very firewall friendly.
They are built to support MPI and other parallel jobs as
well as standard serial (or embarrassingly parallel) jobs.
All compute nodes running parallel jobs need to be able
to initiate and receive connections with the other compute
nodes running the same job. This can be very difficult
to setup the firewalls for with large distributed computing
projects.

Embarrassingly parallel jobs do not have this problem
though. OGRE, by focusing on this class of job, can form
a huge grid spanning a large geographical areas and many
network firewalls. The only networking requirement for
an OGRE compute client is that it has either SSH or HTTP
access to a OGRE MasterNode and DataServer.

3.2 MasterNode

An OGRE MasterNode can currently manage> 100, 000
jobs on a single-core server using the SQLite3 database.
The SQL code used within the OGRE MasterNode is
generic SQL so the data-base back-end could be easily
changed from SQLite3 to PostgreSQL or MySQL or any
other SQL database2.

3.3 DataServer

The DataServer stores data on its local file-system and
a simple web-server is used for handling file operations
across the network. Files are transferred using just the
standard HTTP GET and PUT commands. The data server
uses Ruby’s WEBrick libraries and has built-in support for
MD5 check-sums to ensure data integrity.

3.4 Compute Clients

OGRE compute clients either retrieve and run jobs locally
or retrieve jobs and then pass them onto another job sched-
uler like PBS or Xgrid. The clients have to monitor the
state of the compute resources to determine if current jobs
have been completed, so the results can be uploaded, or if
more jobs have to be fetched. A more thorough discussion
of compute clients is presented in Section 4.

3.5 The Job Manager

Users can view the status of OGRE as well as submit and
manage their jobs using the OGRE Job Manager. The Job
Manager uses the Qt4 API (Application Programming In-
terface) as its GUI (Graphical User Interface) toolkit.

2This feature could be used to attach a PostgreSQL cluster forhan-
dling an even larger number of jobs.
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Figure 4: The OGRE Job Manager presents a simple in-
terface for an end-user to submit and manage their OGRE
jobs.

4 COMPUTE CLIENT ARCHITECTURE

OGRE clients have been written for multiple platforms.
The current list of supported client platforms are shown in
Table 43.

OGRE Client Platform Status

Linux and other UNIX-like operating
systems.

Stable

Torque an improved and FOSS version
of PBS.

Stable

Xgrid (Mac OS-based grid-computing
platform).

Beta

PBS Professional. Stable

Sun Grid Engine. Beta

Microsoft Windows.
Obsolete
Planning

Table 2: OGRE compute clients listed by platform.

4.1 Cycle Scavenging

An OGRE grid is designed to scavenge processor cy-
cles for idle computers. The GNU/Linux client achieves
this be running at a very low priority and limiting the

3A new Microsoft Windows client is planned that will be written in
C# but the Ruby version was working until it was discontinueddue to a
couple of issues.

OGRE client to using only a small percentage of the avail-
able RAM. This causes minimal perceivable performance
penalty to the end-user. The Windows client is designed to
run as a screen-saver but this is a work in progress as the
old client has been obsoleted and the new client is still in
the planning phase.

The PBS, Torque, Grid Engine, and Xgrid clients sub-
mit OGRE jobs to queues on the cluster that it is running.
To avoid delaying higher-priority jobs OGRE checks to
see if compute resources are idle before submitting a job
to the cluster’s queue. The wall-time limit for OGRE jobs
is typically set to a small value (currently 15 minutes) to al-
low a fast OGRE job turnover so that higher-priority, non-
OGRE jobs do not sit for long in queues.

4.2 Network Connectivity

OGRE’s network model makes deploying OGRE far eas-
ier than with Grid Engine or Condor. OGRE clients ini-
tiate all network connections to minimise problems with
firewalls (see Figure 5). These clients can work with even
very restrictive firewalls. By default a compute client as-
sumes that the MasterNode’s XML-RPC network port is
2004 and the DataServer’s upload and download port is
2002 . Both these protocol use HTTP so a HTTP proxy
can be used if port 80 on the firewall is open. If not the
proxy can tunnel, using SSH, through port 22 to the Mas-
terNode and DataServer.

Figure 5: OGRE’s SSH-tunneling scheme to pass through
restrictive firewalls.

4.3 Job Scheduling

There are two simple schedulers available that clients cur-
rently use, a query-based scheduler and a reservation-
based scheduler. The reservation-based scheduler tries to
reserve a slot in a queue before retrieving the job from the
MasterNode. This is because with some cluster configura-
tions it can be difficult to tell whether the queue is full or
not. The other scheduler queries any queues to see if there
a submitted job will run immediately.
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Dynamic linear scaling in genetic algorithms for antenna design

P.J Williams∗, T.C.A. Molteno

Abstract: In this paper we present a simple extension to the conventional linear fitness-
scaling technique for genetic algorithms. This techniques, dynamic linear scaling
is implemented, and compared with linear scaling on the automatic design of wire
antennas using genetic programming. In these comparisons,dynamic linear scal-
ing gives consistently better antenna designs for the same computational effort.

Keywords: Genetic algorithm, Antenna design, Linear scaling

1 INTRODUCTION

The goal of a genetic algorithm (GA), is to try and find a
near optimal result in the most efficient way. A key com-
ponent of a GA, is the strategies used in the selection pro-
cess, these have a major effect on the performance of a
GA [1, 2].

In antenna designs, the smallest difference in direction
or size can result in a major effect on the performance on
an antenna design, which when tested can result in a large
performance change due to small variation. This can cre-
ate a situation when a strong performing design, once dis-
covered, can dominate the population of subsequent gen-
erations. This reduces the diversity within the population
and compromises the performance of the GA.

Various fitness-scaling techniques can be used to pre-
vent an individual having too much influence, the most
widely used being linear-scaling (see Section 2). Linear
scaling is very sensitive to the choice of scaling parameter
Cm, and choosing a good value for this parameter is dif-
ficult. In this paper, we introduce a simple modification
to linear scalingdynamic linear scalingand show that, for
the case of GA optimisation of wire antenna, it results in
improved performance.

2 LINEAR SCALING

Most GA in antenna design uses a scaling technique called
linear-scaling [3, 4]. The scaled fitness,sF , is given by,

sF = α · J + β, (1)

whereJ is the unscaled fitness,

α =
Cm − 1

δ
∗ Javg (2)

∗Department of Physics. University of Otago. Box 56. Dunedin.
New Zealand. pjw@physics.otago.ac.nz

β = Jave ∗
Jmax − sFmax

δ
(3)

sFmax = Cm ∗ Jave (4)

δ = Jmax − Jave (5)

Jmax is the strongest member in the population,Javg is
the population average. The user-defined parameter of the
scalingCm, is the number of expected copies desired of
the strongest individuals in the next generation. This needs
to be optimized for each individual problem.
Cm is fixed for the whole simulation. It has the flexibil-

ity where it can be used with small and large population,
with nonlinear fitness landscape. Negative numbers can
not be used and must be allocated a positive value before
scaling.

2.1 Typical run with optimizing for RHCP antenna

In this example, a GA is run 10 times with a population of
1000 for 500 generations and results are shown in Figure 1.
The goal is to optimize for a RHCP antenna [5]. TheCm

value used in this example is 1.8. In Figure 2, a typical GA
run is broken down into groups of 1001, and the percent-
age of the population is picked from each group, at each
generation, as shown2. During the run, the GA performs
well up until about generation 320, where a very strong
individual is found. From that point on, only the top 200
individuals are used for crossover to create the next gener-
ation. This results in a limited gene pool and means that
we are less likely to find the optimal design and that 300
individuals are being calculated each generation, but never
having a chance of being selected.

Looking at results of may optimisation runs done using
linear scaling, I have found that a optimalCm value at

1Where individual 1 is the best performing individual, 500 thindivid-
ual is the worse performing.

2In Figure 2, the GA is run for 1000 generations to show the effect of
a strong individual taking over the gene pool.
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Figure 1: Typical results from 10 GA runs using linear
scaling.
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Figure 2: A single GA run showing the frequency individ-
uals from each group is selected for crossover.

the beginning of a simulation is not the optimal in latter
generations. And since no two runs are the same, a fixed
Cm can not be optimal.

2.2 Fitness

The fitness,F , used in this paper is maximised for an
antenna that has a uniform gain pattern across the hemi-
sphere for a right hand circularly polarized (RHCP) sig-
nals. It is defined as

F =
∑

(θ,φ)

(

G (θ, φ)−G
)2

(6)

whereG (θ, φ) is the gain andG is the mean gain. The
antenna simulation engine used is Nec2++ [6].

3 DYNAMIC L INEAR SCALING

A modification to current GA procedures, is that after all
individuals in a population have been scaled, an extra step
has been introduced, where depending on the strength of
the top 50 percent of the population, will determine if the
scaling factorCm is altered. By increasingCm value, a
greater influence will be given to the strongest individuals,
where a lowerCm value will give more influence to the

poorer performing individuals.

ϕ =

∑x/2
i=0 P [i]

x
(7)

if((ϕ/x) > Λ) (8)

Cm = (Cm − 0.1) (9)

if((ϕ/x) < Υ) (10)

Cm = (Cm + 0.1) (11)

whereP is the number of times the individuals was se-
lected for crossover,ϕ is the total number of times the top
50 percent of the population is picked,x is the popula-
tion size,Υ is the “up factor” andΛ is the “down factor”.
For each generation, the value ofCm changes depending
the previous crossover selections. Before the simulation
starts, the user enters in a value for the thresholdsΥ andΛ
as percentages. For example, ifΥ is 80 percent andΛ is
60 percent, then if the top half of the population selected
for crossover accounts for more that 80 percent,Cm value
is reduced by0.1, and if the top half of the population se-
lected for crossover accounts for less than 60 percent,Cm

is increased by0.1. Cm is not allowed to fall below1.0 as
this would scale the fitness so that weak individuals had a
greater influence than strong individuals, and would lead
to poor results.

4 DYNAMIC L INEAR SCALING

PARAMETERS OPTIMIZATION

The goal of using dynamic linear scaling is that the value
of Cm is not critical, the weight of a optimal design is on
getting the ”up factor” and the ”down factor” correct. To
optimal this, a broad search was conducted with a range of
parameters. The goal was to find a set of parameters which
constantly perform well and would be robust over different
populations. The parameters where optimized for a popu-
lation of 500 over 1000 generations. The optimal parame-
ters were found to be 0.65 for ”up factor” and is the 0.75
for the ”down factor”. A run shown in Figure 4, shows
10 runs with these parameters. Figure 5 shows a plot of
fitness andCm vs generation for the same parameters.

5 RESULTS

To check the change that the dynamic linear scaling had
on the performance of the GA, the GA run shown in Fig-
ure 2 was rerun with dynamic linear scaling and shown in
Figure 3. By looking at the graphs, it can clearly been seen
that more of the population contributes to the next popula-
tion.

Another set of graphs which shows the difference made
by the introduction of the dynamic linear scaling are Fig-
ure 6 and Figure 7. In this case where there is a fixed
value forCm(see Figure 6), the individuals selected for
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Figure 3: GA run with population selected for crossover
shown in groups.
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Figure 4: 10 GA runs with dynamic linear scaling.

crossover are balanced to start of with, but over time, the
best individual become very stronger compared to the rest
of the population, and the linear scaling gives them a very
high chance of being selected, so the weaker individuals
are not selected latter on in the simulation, which gives
only a limited gene pool to find new individuals. In the
case where dynamic linear scaling has been use (see Fig-
ure 7), a greater number of individuals are selected for
crossover, over all generations, due to the ability to reduce
and increase the influence of the strong and weak individ-
uals.

Finally, the results shown in Figure 1 vs Figure 4 (Dy-
namic Linear Scaling), shows that in this set of runs, the
best individual had a fitness of 0.3, where with dynamic
linear scaling, the same parameters produced a individual
with a fitness of over 1.2.

6 CONCLUSION

Using the dynamic linear scaling, our GA has produced
better individuals and consistency is also improved, this
is probably due to a larger fraction of the population con-
tributing to successive generations. This effectively leads
to a greater range of genes exist in the population pool, re-
sulting in better performance overall. An individual with
optimised fitness (as define in Section 2.2) produced using
a genetic algorithm with dynamic linear-scaling is shown
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Figure 5: GA with dynamic linear scaling showing how
Cm changes over the generations.

Figure 6: A population of 500, over 1000 generations with
a fixed value forCm (3.2).

Figure 7: A population of 500, over 1000 generations with
a moving value forCm (starting at 3.2).
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Figure 8: Best individual after 1000 generations with dy-
namic linear scaling. The GA has ‘discovered’ a helix-like
structure for the reception or RHCP signals.

in Figure 8. This was the best individual after a population
of 500 individual antennas was evolved for 1000 genera-
tions.
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Abstract: This paper details the redesign of the transmitter and receiver electronics for the

KiwiSAS-IV synthetic aperture sonar operated by the Acoustics Research Group

at the University of Canterbury. The new system aims to reduce the size and power

consumption of the electronics with the long term aim of mounting the sonar on an

autonomous underwater vehicle. Class D amplifiers are used for the transmitted

signal, and a highly integrated receiver IC is utilised with the necessary decimation

and other echo processing being performed by an FPGA.

Keywords: synthetic aperture sonar, class D, CIC filter

1 INTRODUCTION

Optical methods are often unsuitable for obtaining images

of the seafloor due to the high attenuation of light in sea-

water; sonar mapping of the seafloor is a commonly used

replacement. Side-looking sonar, typically preferred over

downward-looking sonar due to its increased range, re-

quires the use of low frequencies as seawater attenuates

high frequency sound energy. This in turn requires im-

practically large apertures in order to obtain a reasonable

resolution in the resulting image; for example, a 2 cm res-

olution at a range of 200 m requires an aperture of around

10 m. Synthetic aperture sonar (SAS) gets around this by

moving a small aperture receiver with a wide beamwidth

along the scene taking overlapping readings; these can

then be coherently processed to synthesise a suitably large

aperture.

The KiwiSAS-IV synthetic aperture sonar operated by

the Acoustics Research Group at the University of Can-

terbury consists of a 36-element projector array and a 9-

element hydrophone array mounted in a neutrally buoyant

towfish. The transmitted signal is made up of two superim-

posed linear chirps, one between 20 kHz and 40 kHz and

the other between 90 kHz and 110 kHz; in theory, the low

frequency chirp will penetrate mud on the seafloor better

while the high frequency chirp will give a higher accu-

racy [1]. By using pulse compression on the echo signal,

a resolution of approximately 2 cm can be achieved by the

KiwiSAS-IV system.

This paper details the redesign of the front-end electron-

ics — that is, the electronics that drive the transducers and

receive the echo signal. This forms the first stage of a re-

design of the entire system with the intention of making

it smaller and more power efficient. The long term goal

is to use the sonar as a payload on an autonomous under-

water vehicle (AUV); this will allow large and/or remote

areas of the seafloor to be mapped without the need for a

human presence. It will also enable the imaging of both

more dangerous waters where the current towed system

cannot be used. Obviously, the redesign will also benefit

the towed system in the short term.

2 TRANSDUCERS

The KiwiSAS-IV towfish transmits signals on 36 trans-

ducers arranged in a 3× 12 projector array and uses a sep-

arate 3 × 3 hydrophone array to receive the echo signals.

In order to reduce the size of the system, the new design

proposes using the current projector array for both trans-

mitting and receiving signals.

The projector transducers are Tonzpilz oscillators. They

consist of a stack of eight acoustically active ceramic discs

sandwiched between an aluminium head piece and a mild

steel tail piece. The discs are made from lead zirconate

titanate (PZT) and are 2 mm thick with an outer diame-

ter of 10 mm. Thin copper electrodes are placed between
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each disc and are alternately soldered to two copper bars to

form the electrical port; the discs are therefore connected

in parallel electrically. A high-tensile steel bolt is placed

through the transducer to keep the ceramic discs under

compression as they are weak under tension.

The transducers were designed to resonate between

20 kHz and 40 kHz; this was confirmed by impedance and

efficiency measurements [2] and finite element method

(FEM) modelling [3]. They were subsequently found to

have further resonant bands, most notably between 90 kHz

and 110 kHz which is one of the frequency bands that

KiwiSAS-IV uses. There are additional high-frequency

resonances that must not be excited to avoid destroying

the transducer.

To determine the location of the transducer resonances,

the impedance of the transducers was measured. These

measurements were taken by placing a transducer in se-

ries with a resistor to create a voltage divider network

and applying a sinusoidal signal at the desired frequency.

By measuring the magnitude and phase shift of the signal

across the resistor, the complex current in the network, and

hence the impedance of the transducer, can be determined.

Figure 1a shows the impedance of the transducer be-

tween DC and 5 MHz. This reveals a large resonance at

approximately 3 MHz, the fundamental resonance of the

ceramic discs. The magnitude of this resonance swamps

the ‘active’ resonances, i.e., the resonances used in trans-

mitting and receiving the signal. Figure 1b shows the

impedance between DC and 200 kHz; this reveals a num-

ber of resonances including those used for operation.

3 RECEIVER

The KiwiSAS-IV system uses an INA111 low noise cur-

rent instrumentation amplifier to boost the echo signal by

40 dB. The signal is then sampled at 312.5 kHz with a 16-

bit resolution by an AD7723 delta-sigma (∆-Σ) ADC. To

reduce the space and power requirements of the receiver

electronics, this arrangement was replaced by the Analog

Devices AD9271 IC. This chip provides eight channels,

each with a low noise amplifier (LNA) and a variable gain

amplifier (VGA) offering a total gain that can be controlled

between 8 dB and 42 dB. Each channel is then simultane-

ously sampled by a 12-bit pipelined ADC at a controllable

rate between 5 MHz and 50 MHz. The resulting data is

given on double data rate (DDR) low-voltage differential

signalling (LVDS) buses, one per channel; the clock speed

of these buses varies between 30 MHz and 300 MHz de-

pending on the sampling rate.

3.1 Decimation

Since the AD9271 is designed primarily for medical ultra-

sound, the sampling rate is much higher than neccessary to

capture the echo signal. Since the highest frequency used

in the transmitted signal is 110 kHz, the Nyquist limit is

220 kHz. The sampling rate can be reduced by decima-

tion; this is a two-stage process consisting of a low-pass

anti-aliasing filter followed by a downsampler. The re-

duction of the Nyquist rate by the downsampler causes

high-frequency energy to fold back into the passband of

the slowed signal, hence the need to filter it prior to the

downsampler.

The resolution of the output data can also be increased

by decimation. Each decimation by a factor of two adds an

extra bit of resolution; in general, for a decimation factor

R, the number of extra bits in the output is given by

BG = ⌈log2 R⌉ . (1)

In theory, the resolution can always be increased by slow-

ing the sampling rate further. However, at some point the

extra bits will just contain noise rather than any useful in-

formation; this limit is typically imposed by the noise level

at the input to the ADC and the linearity of the ADC. A
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Figure 1: The admittance of the transducers.
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Figure 2: A CIC decimator.

common definition for the effective number of bits in a

given system is

ENOB =
SINAD− 1.76 dB

6.02
, (2)

where SINAD is the ratio of the desired signal to the sum

of the noise level and the ADC distortion.

3.2 CIC filters

Finite impulse response (FIR) filters are typically pre-

ferred as anti-aliasing filters over infinite impulse response

(IIR) filters due to their linear phase response [4]. How-

ever, directly implementing a FIR filter is computation-

ally expensive, especially at high sampling rates. There

are many methods of reducing the workload, including

breaking the filtering into multiple stages [5, 6], using the

polyphase decomposition to avoid calculating unneeded

outputs [7, 8], and using half- or M-band structures [9].

The most computationally efficient filter for decimation

is the cascaded integrator-comb (CIC) filter. Introduced by

Hogenauer [10], it consists of N integrators followed by a

downsampler and then N comb filters with a differential

delay M as illustrated in Figure 2. By applying the third

Noble identity, its transfer function can be found to be

H(z) =
1− z−RM

1− z−1
. (3)

Rewriting this as the sum of a geometric series gives

H(z) =

[

RM−1
∑

k=0

z−k

]N

, (4)

from which it can be seen that the CIC filter is equivalent

to N cascaded FIR filters, each with RM unitary coeffi-

cients.

The CIC is an averaging filter; by considering the worst-

case input Hogenauer shows that the register growth of a

CIC filter is given by

Gmax = (RM)
N

. (5)

This corresponds to

BG = ⌈N log2 (RM)⌉ (6)

extra bits of resolution in the output data.

Substituting z = ej2πf/R into the transfer function

gives the response for frequency f , where f is relative to

the low sampling rate fs/R. This shows that the CIC filter

has a magnitude response

|H(f)| =
∣

∣

∣

∣

sinπMf

sinπf/R

∣

∣

∣

∣

N

, (7)

and a linear phase response

φ(f) = πfN

(

1

R
−M

)

. (8)

By inspection, Equation 7 is undefined when f = iR
where i is any integer, i.e., it is undefined at DC and mul-

tiples of the sampling frequency fs. To obtain the mag-

nitude response at these points, we must take the limit of

Equation 7 as f → iR and apply l’Hôpital’s rule to give

lim
f→iR

|H(f)| = (RM)
N

. (9)

Comparing Equation 5 and Equation 9, it can be seen that

the gain in magnitude is really just the input signal being

expanded to fit the increased bit width of the output data.

4 TRANSMITTER

The signals applied to the KiwiSAS-IV transducers have

an amplitude of approximately 200 Vp−p. The desired

waveform is digitally stored in memory and output

through a DAC. A TDA2030 class AB power amplifier is

used to amplify the signal to around 20 Vp−p; the signal is

then passed through a 12:120 turn ratio transformer to step

the voltage up to its output level.

Class AB amplifiers have a maximum theoretical ef-

ficiency of 78.5%; the amplifiers used for KiwiSAS-

IV are approximately 50% efficient. Since most of the

wasted power is dissipated as heat, the amplifiers require a

heatsink to prevent them burning out; along with the var-

ious biasing components, this takes up a fair amount of

space. The transformers also reduce the efficiency of the

overall system and increase the space required.

4.1 Class D amplifiers

The class D amplifier is a switching amplifier, i.e., it uses

transistors, typically MOSFETs, to switch the output ‘on’

and ‘off’ rather than to directly replicate the signal. Al-

though a MOSFET has an on resistance which leads to

some power dissipation, this is much less than the power

required to bias the transistors in the class AB amplifier.

The other main source of power loss in a switching ampli-

fier is the power required to switch the transistors from off

to on and vice-versa. The capacitance of the gate pin in a

MOSFET requires a certain amount of charge each time it

is switched; hence the faster it is switched, the greater the
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Figure 3: The class D waveform for a sinusoidal signal.

overall power dissipation. In theory, the class D amplifier

is 100% efficient; in reality, the on resistance and switch-

ing losses lower this, although 90% efficiency or above is

achievable which is a large improvement over a class AB

or similar amplifier.

This switching provides a series of rectangular pulses;

the desired signal must be modulated onto these pulses in

some way. The average value of a unipolar square wave

s(t) over a period T is

s̄ = DVS , (10)

where D is the duty cycle and VS the supply voltage. If

the switching frequency is greater than the highest signal

frequency, the signal can be used modulate the duty cy-

cle of each period. Passing this waveform through a low-

pass filter extracts the desired signal removing the switch-

ing frequency and harmonics. An example of a class D

waveform for a sinusoidal signal is shown in Figure 3a;

in this case the switching frequency is ten times the sinu-

soid frequency. The spectrum in Figure 3b clearly shows

the energy present at both the signal and switching fre-

quencies along with the various harmonics and intermod-

ulation products. Increasing the switching frequency shifts

the harmonics higher which allows the low-pass filter to be

implemented as a lower-order filter; however it also leads

to increased power losses in the MOSFETs. This is the

main trade-off for a class D amplifier.

The highest signal frequency that the sonar system

transmits is 110 kHz; the switching frequency was cho-

sen as 800 kHz. This ensures that harmonics do not occur

in the 3 MHz resonant band shown in Figure 1a while still

giving a suitably large transition band for the filter.

4.2 Component selection

Identical N-channel MOSFETs were selected for both the

high- and low-side transistors in the amplifier. Although

this requires a floating supply to drive the high-side tran-

sistor, N-channel MOSFETs have a lower on resistance

than equivalently sized P-channel MOSFETs; addition-

ally, this allows the rise and fall times of the class D output

to be matched.

The transmitter circuit is shown in Figure 4. The MOS-

FETs are International Rectifier IRF7453 devices, de-

signed for high-frequency DC-DC converters and capable

of operating at voltages up to 250 V and currents of up

to 2.2 A. Their typical on resistance is 200 mΩ and they

come in a 6 mm by 5 mm SO-8 surface mount package.

To provide the neccessary gate drive signals, the Interna-

tional Rectifier IRS20124 chip is used. This is capable of

switching the MOSFETs at 1 MHz, and it contains an in-

built boost converter to generate the floating supply needed

to drive the high-side MOSFET. A DC blocking capacitor

is placed at the output of the amplifier to convert the sig-

nal from an unipolar 0 to 200 V to a bipolar -100 to 100 V.

A two-pole LC low-pass filter with a -3 dB frequency of

159 kHz is used to attenuate the switching frequency and

harmonics from the signal before it is output to the trans-

ducer. After transmission is complete, both MOSFETs are

turned off to present a high impedance load on the trans-

ducer and allow the echo signal to be detected.

5 T/R SWITCH

Since the transmitter generates a ±100 V signal and the

inputs to the AD9271 are only rated to ±2 V, a trans-

mit/receive (T/R) switch is required to protect the AD9271

when the system is transmitting. The circuit shown in

Figure 4 [11] provides this protection. The diode bridge

clips large incoming signals to within one diode drop of

the ±5 V rails; the back-to-back Schottky diodes provide

a second level of protection, further clipping the signal to

approximately ±400 mV. Provided that the diodes used in

the bridge are balanced (i.e., they all have the same for-
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Figure 4: The front-end for a single channel. The transmitter is shown to the left of the transducer while the T/R switch

on the right leads into the inputs of the AD9271.

Figure 5: The PCB designed to evaluate the front-end. The

AD9271 is the IC next to the connector.

ward voltage drop), small signals are passed through the

switch without alteration. The initial portion of a fast

switching signal can get through the switch before the

diodes can switch off; however, the low-pass filter on the

output of the amplifier prevents the switching from reach-

ing the T/R switch.

6 PCB

A four layer PCB was designed and manufactured to eval-

uate the performance of this circuit. A single AD9271 chip

was used with eight identical transmitter and T/R switches,

one for each of the channels of the AD9271. A 100 pin

connector was placed on the PCB to allow it to be con-

nected to a Spartan 3E FPGA development board for test-

ing. This connector provides access to a number of the

LVDS inputs available on the FPGA which are used to re-

ceive the data from the AD9271. The remaining pins are

used to control the transmitter circuits. A photo of the PCB
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Figure 6: The output of the class D amplifier for a 110 kHz

sinusoid with a supply voltage of 30 V.

is shown in Figure 5.

7 RESULTS

In the KiwiSAS-IV system, each channel applies an inde-

pendent gain and delay to the signal, allowing the transmit-

ted acoustic beam to be steered [12]. In the new design, the

duty cycle for each output period is stored in memory, and

then output to the channels via a tapped delay line. With

the sampling rate of the amplifier being 800 kHz, each tap

provides a delay of 1.25 µs. The hardware multipliers in

the FPGA are then used to scale the duty cycle to increase

or decrease the amplitude of each channel. The duty cy-

cle is converted to a square wave using a counter and a

comparator to decide if the output should be high or low.

Higher resolution delays are implemented at this point by

delaying the start of the period. The resolution of this de-

lay depends on the frequency the FPGA is running at; with

a clock speed of 50 MHz the resolution is 20 ns.

An example waveform taken from one of the transmit-

ter channels is shown in Figure 6. The signal being trans-

mitted is a 110 kHz sinusoid; this is the highest frequency
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Figure 7: The output of the T/R switch when the transmit-

ter is outputting a 110 kHz, 30 Vp−p sinusoid.

signal that is used in the KiwiSAS system. The distortion

present shows that the some of the harmonics get through

the low-pass filter without significant attenuation. With a

simple second-order low-pass filter this was expected, and

it is anticipated that the transducer will further attenuate

these harmonics since they do not coincide with any reso-

nances.

Figure 7 shows the T/R switch preventing the transmit-

ted signal from reaching the receiver. Before transmission

starts, the switch is open and the receiver inputs are sit-

ting at ground. When the transmission begins, the voltage

starts rising until it gets to about 300 mV; at this point the

Schottky diodes turn on and clip the signal. When the volt-

age drops after the first half-cycle the switch briefly opens

until the voltage reaches about -300 mV at which point it

starts to clip again.

8 CONCLUSIONS

This paper has described the design of a multi-channel

front-end to drive the KiwiSAS transducers with a 200 V

signal and detect echoes. A prototype has been con-

structed and connected to an FPGA development board

for testing. The transmitter has been successfully oper-

ated and the T/R switch verified to successfully prevent

the high voltages from damaging the receiver IC.

8.1 Future work

Further work is required to program the FPGA to receive

the data from the AD9271 IC and verify the operation of

the CIC decimation filters. A separate project is currently

underway within the department to design a back-end sys-

tem to take the data received from this front-end and store

it for later use. Once the receiver section is working and

the back-end design, the circuits will need to be scaled to

handle all 72 channels. Due to the size restrictions, this

will require multiple PCBs with appropriate communica-

tion and synchronisation between them.
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1. INTRODUCTION  

Transient radio sky or time-variable radio sources 

in space have been recognized as one of the key 

science drivers for the Square Kilometre Array 

(SKA) what will be reflected in its design and op-

erations (Cordes, 07/2007 (Revised 04/2009)). This 

science area is marked as “Exploration of the Un-

known” what includes the likely discovery of new 

classes of objects and phenomena (Wilkinson, 

2004). Transient Radio Emission (TRE) is charac-

terised by irregular and very short (nanoseconds to 

seconds) bursts of electromagnetic radiation. Ex-

amples of TRE that are known range from 0.4 ns, 

such as giant pulses from the Crab pulsar, and 

longer in time scale with apparent brightness tem-

peratures from thermal to 1042K. However, yet we 

know very little about the overall constituency of 

the transient radio sky, what even includes the high-

energy transient sky. 

Currently used methods and techniques for detect-

ing TRE differ depending on the expected nature of 

the events, their origin, and the types of instruments 

used for detection. The detection of TRE events, 

especially the short duration ones (<1ms) in radio 

spectrum can be severely complicated by the ever 

growing problem of terrestrial radio interferences 

(RFI) which may even lead to false detections.  

Single beam instruments like e.g. wide-field 

gamma-ray telescopes can have highly variable 

event-by-event resolution. Therefore, processing of 

data, coming from these sources can be done even 

with a simple threshold test approach: the spectrum 

is first flattened by integrating it over time and a 

threshold limit is applied. Such approach is less 

effective at radio frequencies of electromagnetic 

spectrum mostly again due to RFI, especially at the 

frequencies bellow 1GHz. Recent advances in data 

processing algorithms, combined with rapidly in-

creasing computational powers may allow for sig-

nificant improvements in this area for RFI mitiga-

tion.  

Another effective way to attack the problem of pos-

sible false detections due to RFI is using interfer-

ometers (Bannister, 2009). Multi-antenna/station 

measurements have a possibility for cross-

correlating signals which removes local unresolved 

RFI. Moreover, radio interferometers like LOFAR, 

MWA and SKA will produce multiple beams and 

since the observations are simultaneous and syn-

chronized in time, it is possible to compare signals 

found in different beams to help discriminate TRE 

signals from RFI. 

One of the main tools of RFI mitigation is the time-

frequency analysis of received signals with a high 

temporal (less than 1 microsecond) and frequency 

(less than 1 kHz) resolution. This approach allows 

for analysing statistics of the mixture “system 

noise” + “source noise” + RFI and separate RFI 

from the presuming Gaussian distribution of “sys-

tem noise” plus ”source noise” combination. In 

case of terrestrial RFI, which has the highest power 

threshold due to the proximity to the detectors, it is 

assumed that the unwanted signal will a) will ap-

pear strongly in one beam pointed in the direction 

of origin; b) will correlate only weakly with the 

similar noise from another beam. Since multibeam 
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techniques require phased cross-correlation, the 

location of the source can also be a factor in identi-

fying the origin of the signal (terrestrial or stellar). 

For VLBI-like interferometers terrestrial signals are 

set wide apart and as said can be easily removed.   

One of the characteristics of TRE signals, which are 

short-living and probably aperiodic events, is lim-

ited or incomplete information about their statistical 

properties. Therefore, the detection of such signals 

fits well into the stochastic analyses domain where 

the assumption is made by many (Bulsara, 1996; 

Thompson, 2001; Cordes, 2003) that the noise in 

noise+signal mix possesses Gaussian qualities and 

as such can be discriminated against signal.  From a 

purely mathematical perspective the problem of 

optimal signal detection was solved once it was 

connected to statistical hypothesis testing (Neyman, 

1933).  

In case of transient extraterrestrial signals, the ob-

jective is to first derive an expression for the likeli-

hood ratio when the signal to be detected can con-

sist of multiple transient signals with unknown arri-

val times; then compare the performance of a detec-

tor based on this likelihood ratio to one with the 

maximum likelihood ratio detection statistic. Sev-

eral practically relevant detection problems have 

been solved by using this methodology, such as 

maximum likelihood estimators, where Cramer-Rao 

lower bound is used for thresholding (Leshem, 

2000).  

Although some statistical methods can greatly in-

crease the overall sensitivity of detection, the great-

est disadvantage is that they work well only in RFI 

“sterile” environment when the interferences are 

minimized. In an environment contaminated with 

highly energised RFI these procedures are not ro-

bust and statistically unstable in a presence of out-

liers in the time or frequency domains. However 

combining these methods with VLBI-like interfer-

ometer has the potential to be very effective and be 

sensitive even bellow one sigma. 

Additional distinct feature of TRE can also be used 

combined with the statistical methods which is that 

unlike most of RFI, TRE signal arrives in different 

time at different frequencies due to the delay of the 

pulse occurring in the interstellar plasma. 

It is important to note that all the above techniques 

and approaches to TRE detection require significant 

computational resources as work with large datasets 

from multiple antennas or sensors and are computa-

tionally intensive in general. Defining suitable and 

effective approaches and algorithms is necessary 

for the future radio telescopes such as SKA, LO-

FAR and MWA. This was the main motivation for 

setting up an experimental instrument Transient 

Radio Emission Array Detector Prototype in New 

Zealand (TREAD-P). 

2. TREAD-P 

Figure 1 shows the time-luminosity phase space for 

radio transients (Cordes, 07/2007 (Revised 

04/2009)) as a log-log plot of the product of peak 

flux Spk in Jy and the square of the distance D in 

kpc vs. the product of frequency ν in GHz and pulse 

width W in s. As one can see there are still many 

areas there a few or none objects have been fond 

yet, including the areas where the large sensitivity 

is not required, but rather the right combination of 

field of view, sensitivity, time resolution and ability 

to differentiate TRE from RFI. 

TREAD-P is though to be positioned in the area 

indicated by yellow fading triangle on Fig 1. It will 

consist of a few stations deployed in different loca-

tions of New Zealand sufficiently distant from each 

other to have most of RFI at each station uncorre-

lated with other stations. Each station will consist 

of a number of cross-polarised low frequency an-

tennas forming a phased array with effective area 

approximately 100m2 in each polarization (see Fig-

ure 2). 

  

Figure 1. Time-luminosity phase space for radio transients

(adopted from (Cordes, 07/2007 (Revised 04/2009))). It

shows a log-log plot of the product of peak flux Spk in Jy and

the square of the distance D in kpc vs. the product of fre-

quency ν in GHz and pulse width W in s. The yellow fading

triangle shows the approximate area of detection of unknown

objects by TREAD-P. 

Each station has a single wide beam providing a 

field of view 15-35° depending on the frequency. A 

dual-channel direct sampling wide band digital re-

ceiver radiometer DRS at each station is equipped 

with communication interface for real-time data 

steaming. TREAD-P will exploit already existing 
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infrastructure of Kiwi Advanced Research and 

Education Network1 and BeSTGRID2 to provide 

real-time 24/7 data streaming and processing. Fig-

ure 3 shows planned deployment and operation of 

TREAD-P.  

 

3. DRS 

The DRS is a fully contained system which in-

cludes dual-channel synchronized direct sampling 

receiver and an embedded system with various in-

put/output interfaces and memories. The following 

is a detailed discussion of the concept and design of 

DRS. 

 

 

Figure 2. Computer model of one of the possible solutions for 

TREAD-P station. The approximate dimensions of the station 

on the ground are 10.5x10.5 m. 

 

Figure 3. Deployment and operation of TREAD-P in New 

Zealand. 

The DRS has a modular design which generally 

features the embedded system based around Altera 

Cyclone II FPGA system, Analogue to Digital 

Converter (ADC) & Global Positioning System 

(GPS) & precision clock module, Filter & Pre-

amplifier, Amplifier Module, and either So-

                                                      
1 http://www.reannz.co.nz/ 
2 http://www.bestgrid.org/ 

lar/Battery Power Supply or main Power Supply 

(~230V). Figure 4 shows the system modules 

block-diagram of DRS with mains power supply 

module. 

The main reason for such modularity is to provide 

an ability to replace either of modules if necessary 

without a need to redesign the rest of the modules. 

This is because TREAD-P is a prototype system 

which will require further considerations and op-

timizations of e.g. the frequency band, simultane-

ous sampling band and possibly pre-processing ca-

pabilities. Figure 4 shows the functional block-

diagram of DRS which is further discussed in de-

tails. Figure 5 shows the enclosure of DRS in two 

EMI shielded boxes. The box on the left contains 

digital elements of the system with 100MHz fibre-

optical data transmission line to reduce harmful 

interferences to the antenna and analogue electron-

ics.  

 

 

 

Figure 4 DRS system module block-diagram. The blocks rep-

resent physically separate modules of DRS system. 

The first stage amplifier and band pass filtering 

modules are based around the low noise amplifier 

ZFL-500LN from Mini-Curcuits (G1A and G1B on 

the diagram) which provides 28dB gain and in-

tended to be located as close to the antenna as pos-

sible. The filters BPF 1A, 2A, 1B and 2B are band 

pass filters to limit the frequencies to the desired. 

Filters are split as primary filter, just before the 

amplifier and secondary filter and DC block after 

the amplifier.  Both filters are 3rd order passive L 

and C filters with sharp cut-off frequency response 

to minimize aliasing during digitalisation. 

The power for the low noise amplifiers G1A and 

G1B is supplied via the coaxial signal cable from 

the dual channel amplifier module.  The second 

stage filter units BPF 2A and BPF 2B block the DC 

voltage going into the amplifier output, but supply 

the power to a separate connectors of the ZFL-

500LN amplifier modules. 

The second stage amplifier module G2 is based on 

AD8330 0-150MHz variable gain amplifier with a 

gain of 50dB (Figure 6). The amplifier has fully
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Figure 5. DRS functional block-diagram 

 

 

Amplifier

ADC/GPS/Clock 

Figure 6. Assembled DRS. The box on the left contains digital elements of the system with 100MHz fibre-optical data transmission 

line to reduce harmful interferences to the antenna and analogue electronics. 

 

The single ended input is converted to differential 

input in order to feed the single ended signal into 

differential signal conditioning Pre-ADC amplifier 

AD8330. The amplifier can be controlled either 

manually via a hardware switch or from the FPGA 

using a Digital to Analogue Converter chip (DAC). 

differential signal path.  The gain of AD8330 is 

controlled by external voltage source from 0 to 

1.5V DC using a stable single transistor variable 

voltage source. The differential output signal is 

converted back to single ended by using a high fre-

quency transformer. Also DC voltage is injected to 

the input line for the module to supply the power to 

the antenna pre-amplifier G1A and G1B modules.  
The conditioned signal then is fed via balun to 

match the input impedance to the ADC MAX19515 

dual-channel 10-bit asynchronous ADC converter. 

This ADC chip is capable of baseband and IF sam-

pling up to 400 MHz. Redundancy in the sampling 

rate is necessary to allow a wider bandwidth at later 

stages of development. 

GPS, ADC and Precision Clock module consists of 

dual-channel signal conditioning variable gain am-

plifier AD8330, dual-channel 130MSPS 

MAX19517 ADC device, high accuracy oven con-

trol 10MHz clock oscillator and Trimble Resolu-

tion-T GPS module (Figure 7). 
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The regime of ADC output and operation is con-

trolled through SPI interface from the FPGA based 

embedded system.  The ADC clock is provided 

from the FPGA Phase Lock Loop (PLL). Each 

channel has 10-bit data and synchronisation clock 

outputs to the FPGA.  The digital data output 

track’s lengths are tuned to optimise the propaga-

tion delay of the signal.  The digital data then is 

transferred to the data processing board through 

high grade ribbon cable. 

 

 

Figure 6: Two Channel Amplifier G2 module 

 

 

Figure 7:  ADC, GPS and Precision Clock module 

The ADC and Clock module contains a high accu-

racy ovenized controlled 10 MHz oscillator 

OC14T5A which provides stability <5·10-11 at 1 

second over the wider rang of temperatures -25C to 

75C.   

Another essential module to achieve the highest 

accuracy and stability clock is Trimble Resolution-

T GPS module. This module is connected to GPS 

antenna and provides Pulse Per Second (PPS) sig-

nal with ±15ns accuracy. NIMA data stream to 

FPGA based embedded system is used to obtain the 

location and time which are then embedded with 

the output data of DRS.  

10 MHz oscillator is fed into a Phase Locked Loop 

(PLL) block on Cyclone II FPGA. The PPS signal 

is used to lock the 10 MHz on the PLL and produce 

high stability and high accuracy clock output which 

is then fed back to the ADC and used to clock the 

FGPA design. This method is expected to provide 

the sufficient accuracy to synchronize ADCs of 

multiple DRS devices deployed in geographically 

different locations. 

The output of 10-bit ADC data is supplied to the 

high speed LVDS pins of the FPGA. Output of 

Trimble Resolution-T GPS module is fed into 

FPGA based embedded system via a serial UART 

interface.  

Initially the embedded FPGA system was designed 

using a large Cyclone III device. However later it 

was found that readily COTS available Altera DE2 

development kit based on Cyclone II EP2C35 

FPGA is sufficient, reach in I/O interfaces and very 

inexpensive to academic institutions.  

The embedded application written in C is running 

on NIOS II processor utilizing VGA, Ethernet 

10/100, and PS/2 (keyboard) ports as well as the 

available LCD display and SD-card data storage 

slot. At this stage the embedded software applica-

tion is capable of streaming raw data without pre-

processing. 

4 FUTURE WORK  

Based on continuing considerations for the optimal 

frequency band and the bandwidth the analogue 

modules of the DRS are likely to be changed. This 

work will be accompanied by the design of a suit-

able antenna or array of antennas perhaps similar to 

those used in MWA (Bowman J. D. et al., 2007). 

 

5 CONCLUSION  

We have developed the direct sampling dual chan-

nel digital receiver radiometer DRS for TREAD-P. 

DRS will provide the initial pre-processing of the 

data acquired from a phased array of antennas and 

streaming the data into KAREN network for further 

processing in order to detect TRE signals from sev-

eral simultaneously and synchronously working 

TREAD-P stations. Synchronization is provided by 

a high accuracy GPS and on-board high accuracy 

oscillator. 
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Abstract: This paper details an algorithm to recode a number into a redundant number sys-

tem such that the number of non-zero symbols (digits) is minimised, that is to

minimise its Hamming weight. The target number system may have an alphabet

with irregularly spaced symbols and any radix. The state machine constructed to

perform the conversion is analysed to determine the average minimum Hamming

weight of its output representations. The averages obtained for some common

number systems are confirmed by other published results.
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1 INTRODUCTION

The demand for performance from digital signal process-

ing systems continues to grow. For example, the SKA

(square kilometer array) radio telescope will require an

extraordinary amount of signal processing, mostly to be

performed digitally and in real time [1]. The entire sig-

nal processing system will be re-examined including not

only the algorithms used for correlation, but the technol-

ogy they are built with.

Redundant number systems (RNS) provide opportuni-

ties for increasing the performance of digital signal pro-

cessing hardware. Redundant representations have two

fundamental advantages over binary. Firstly, the Hamming

weight of a representation can be decreased i.e., a fewer

number of nonzero symbols. Employing representations

with low Hamming weight can reduce the number of cal-

culations that must be performed in an algorithm. For ex-

ample, the number of partial products in a multiplication

can be reduced [2], meaning fewer additions and hence a

shorter delay. Secondly, redundant representations support

carry propagation-free addition [3], meaning an addition is

performed in constant time, irrespective of the operands’

widths [4].

A RNS is a positional number system that has a sym-

bol alphabet, S, with cardinality greater than the radix, β.

Each symbol s in the alphabet has a rational value asso-

ciated with it, usually an integer. As usual in a positional

system a representation’s value, v, is determined as,

v =
N−1
∑

i=0

s〈i〉β
i, (1)

where s〈i〉 is the ith symbol (digit) and N is the representa-

tion word-length, which may be infinite, although usually

restricted in practical implementations.

A simple RNS is binary signed digit (BSD) having the

symbol alphabet S = {1, 0, 1} with corresponding values

{−1, 0, 1} and β = 2 [5]. RNS have multiple representa-

tions for most values in their range. For example, the value

15 in BSD can be written as 011112, 100012, 100112, and

111112 among many other representations.

The RNS that we are primarily interested in are those

with β = 2 and alphabets with a cardinality of four or

less. A radix of two is chosen since its representations

have the highest starting proportion of zero-symbols of

any other radix. For example, on average radix-4 repre-

sentations have a quarter zero symbols, radix-3 – a third,

and radix-2 – a half. With a RNS, these proportions can

be increased by choosing an appropriate symbol alphabet.

One of the smallest radix-2 symbol alphabets that gives a

redundant number system is {1, 0, 1} [6]. With three sym-

bols it requires the combined states of two digital signals

to encode the BSD alphabet {1, 0, 1}. This is repeated

at every position along the representation. To implement

a RNS efficiently in digital logic the number of signals

should be minimised, i.e., limited to two per symbol. This
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has a flow on effect of reducing the combinational logic

required to perform operations like addition. The digital

signal pairs can represent four states, hence four symbols.

Some work has been done on ternary CMOS circuits, but

they are much larger and slower [7].

This paper presents a method to construct a Mealy state

machine that serially encodes a non-redundant number

representation into a minimum Hamming weight (MHW)

representation using a prescribed RNS. The method de-

veloped can handle irregularly spaced symbols that other

methods do not take into account. The generalised slid-

ing window solution [8] covers a large range of symbol

alphabets, however, it limits these to alphabets with con-

secutive symbols ignoring symbols that are a multiple of

the radix. For example, the alphabet {1, 0, 1, 3},β = 2
is valid, where symbol-2 is a multiple of β. Alphabet

{1, 0, 1, 5},β = 2 cannot be encoded since the algorithm

wrongly assumes there is a 3-symbol. The new algorithm

supports MHW encoding these irregular number systems.

The new algorithm consists of three parts:

1. Find all MHW recodings for a relatively small range

of values and place in a recoding table.

2. Reduce the recoding table to have the smallest recod-

ing window size to create a mapping table.

3. Build a Mealy state machine that serially implements

the recoding table and extends it past the window

width.

The linking mechanism between the parts are tables as-

sociating a windowed section of the non-redundant input

word to its MHW replacement, more specifically the least

significant symbol (LSS) of the replacement. Part 1 uses

a branch and bound tree algorithm to find the MHW rep-

resentations and is presented in section 2. Part 2 groups

the possible MHW representations, reducing the recoding

table to a minimum number of entries and is presented in

section 3. Part 3 is presented in section 4, where the map-

ping table is used to build a MHW recoding Mealy state

machine. Finally, the average MHW is calculated from the

state machine for use as a metric for the RNS in section 5.

Some results are presented in section 6.

2 MHW RECODING TABLE

The recoding table lists all the MHW representations for

values in the range [0, βM ). These are the values of a win-

dowed section of the input word, x〈i+M−1〉, · · · , x〈i〉, of

length M symbols. M is the largest acceptable window

width and sets the maximum search space. This needs to

be selected such that it is large enough to find a consistent

MHW encoding. The window width used in the final state

machine is m and it is found in section 3. Therefore, M
needs to satisfy m ≤M ≤ N .

The recoding table entries consist of the windowed

value and a list of MHW representations, which, may have

any width. Only the least significant symbol s〈i〉 will be

used. The rest of the MHW representation will be regen-

erated by the state machine later. The replacement strings

are generated for a redundant number system defined by

symbol alphabet Sr and radix β. To efficiently find all

the MHW representations for each v ∈ [0, βM ) a branch

and bound technique is employed. A tree such as Fig-

ure 3 is built by the algorithm. Each leaf node represents

a windowed value. The transitions’ outputs along each

path back to the root node gives a MHW representation

and the inputs give the windowed string. The tree is built

breadth-wise, branching to a new level of nodes as the win-

dow width is increased. Several attributes are stored by the

node data structure of Figure 1.

1. The input string’s value along a path of length l from

the root node,
∑l−1

i=0 x〈i〉β
i. This must be identical

for all paths to this node.

2. The propagate value, the difference between the input

string and the encoded string, projected to the next

tree level,
[

∑l−1
i=0

(

x〈i〉 − s〈i〉
)

βi
]

/β. This must be

identical for all paths to this node.

3. The Hamming weight of the encoded string along all

paths from the root node. This must be identical for

all paths and is used as the node merging or removal

criteria.

4. A set of the least significant symbols for all paths

leading to this node, i.e., the symbol(s) output on each

path’s transition from the root node.

The tree begins from a root node with the default (ze-

roed) attributes at level l = 0. From each node the input

symbol x〈i+l〉 can take one of β different values. Each in-

put symbol could result in several non-redundant symbols

to be output. For each permutation of input and output

symbols a transition to a new node is created if and only

if,

(x + p) mod β ≡ s mod β, x ∈ [0, β), s ∈ Sr, (2)

where p is the propagate attribute of the node. The tran-

sition has an input condition of x〈i+l〉 = x and a Mealy

output of s〈i+l〉 = s.

Each transition terminates at a new node in the next

level. The node’s value and propagate attributes are de-

rived from the transition’s input and output symbols as pre-

viously described. If two nodes have equivalent value and
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1: class node()

2: self.value← 0 ⊲ Value of input symbol string.

3: self.propagate← 0 ⊲ Difference between value

and output symbol string value.

4: self.weight← 0 ⊲ Hamming weight of output

symbol string(s).

5: self.lss← {} ⊲ Set of least significant symbols of

paths leading to this node.

6: end class

Figure 1: Definition of a data structure for storing the node

attributes for the FINDENCODINGTABLE algorithm.

propagate attributes then the node with the largest Ham-

ming weight attribute is deleted along with its transitions.

If the two nodes’ Hamming weights are equivalent then

the nodes are merged with the union of their least signifi-

cant symbol sets and incoming transitions. By this mech-

anism, only the MHW encoding paths are kept in the tree

and paths with greater Hamming weight are terminated as

soon as a better one is found.

When l = M , P = ⌈logβ(max(S))⌉ + 1 more levels

are generated with x = 0 as the input symbol in (2). This

allows the propagate values to converge to zero and as they

do so the nodes will merge or eliminate each other until

one leaf node for each value remains. The algorithm this

far is presented in Figure 2 as pseudo code. An example of

a completed search tree for BSD (S = {−1, 0, 1}, β = 2)

with M = 4 is shown in Figure 3.

Upon completion of the tree there will be βM leaf

nodes, one for each maximum-window value and all with

propagate attributes equal to zero. The recoding table sum-

marises the tree, listing the window values against a set of

least significant symbols. A set may contain multiple sym-

bols if more than one path back to the root node exists.

For example, the BSD number system generates Table 1,

where values 3, 11, and 13 have multiple paths and hence

two symbols in their least significant symbol sets, {1, 1}.
Notice in Table 1 that for each value v mod β = 0

(the even values when β = 2) the output symbol is zero.

This allows an optimisation in the tree generation where

the root node does not need to generate a transition for

x〈i〉 = 0, s〈i〉 = 0.

3 MINIMUM WINDOW WIDTH

The next stage of the algorithm attempts to find the mini-

mum window width that will give a MHW encoding. This

will make the finite state machine smaller and if imple-

mented in hardware, faster and more resource efficient.

1: procedure FINDENCODINGTABLE(S, β)

2: P ← {new node} ⊲ Initialise parent node list

with default root node

3: for l = 0, l < M, l = l + 1 do

4: P ← MAKEMINWEIGHTENCODIN-

GLEVEL(X, S, β, P , l)
5: end for

6: for l = M, l < M + P, l = l + 1 do

7: P ← MAKEMINWEIGHTENCODIN-

GLEVEL({0}, S, β, P , l)
8: end for

9: return P
10: end procedure

11:

12: procedure MAKEMINWEIGHTENCODIN-

GLEVEL(X, S, β, P , l)
13: C ← {} ⊲ Initialise empty child list

14: for each p ∈ P and x ∈ X and s ∈ S do

15: if s− x− p.propagate mod β = 0 then

16: c← new node()

17: if p.lss = {} then

18: c.lss← {s}
19: else

20: c.lss← p.lss

21: end if

22: c.value← p.value + x× βl

23: c.propagate← (x + p.propagate− s)/β
24: c.weight← p.weight
25: if s 6= 0 then

26: c.weight← c.weight +1
27: end if

28: d← node ∈ C similar to c else None

29: ⊲ similar means same value & propagate.

30: if d 6= None then

31: if d.weight > c.weight then

32: C ← C −{d} ⊲ Remove d from C
33: C ← C ∩ {c} ⊲ Add c to C
34: else if d.weight = c.weight then

35: c.lss← c.lss ∩ d.lss ⊲ Merge c & d

36: C ← C ∩ {c} ⊲ Add c to C
37: end if

38: else

39: C ← C ∩ {c} ⊲ Add c to C
40: end if

41: end if

42: end for

43: return C
44: end procedure

Figure 2: Algorithm to find the least significant symbol(s)

of the minimum weight representations of the numbers

[0, βM ) for the number system with alphabet S, and radix

β.
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node_0

(0;0;0)

[]

node_1

(1;1;1)

[-1]

1/-1

node_2

(1;0;1)

[1]

1/1

node_3

(1;1;2)

[-1]

0/-1

node_5

(3;1;1)

[-1]

1/0

node_10

(5;1;2)

[-1]

1/0

node_27

(13;1;2)

[-1]

1/0

node_56

(13;0;3)

[1,-1]

0/1

node_13

(3;1;2)

[-1]

0/-1

node_14

(3;0;2)

[1,-1]

0/1

node_15

(7;1;1)

[-1]

1/0

node_34

(11;1;2)

[-1]

1/0

node_63

(11;0;3)

[1,-1]

0/1

node_33

(3;0;2)

[1,-1]

0/0

node_36

(11;0;3)

[1,-1]

1/1

node_61

(3;0;2)

[1,-1]

0/00/0

node_38

(7;0;2)

[-1]

0/1

node_39

(15;1;1)

[-1]

1/0

node_66

(7;0;2)

[-1]

0/0

node_68

(15;0;2)

[-1]

0/1

node_4

(1;0;1)

[1]

0/0

node_7

(3;0;2)

[1]

1/1

node_9

(1;0;1)

[1]

0/0

node_11

(5;1;2)

[1]

1/-1

node_12

(5;0;2)

[1]

1/1

node_21

(1;0;1)

[1]

0/0

node_24

(9;0;2)

[1]

1/1

node_49

(1;0;1)

[1]

0/0

node_51

(9;0;2)

[1]

0/0

node_29

(13;1;2)

[1]

1/0

0/1

node_26

(5;0;2)

[1]

0/0

node_31

(13;0;3)

[1]

1/1

node_54

(5;0;2)

[1]

0/00/0

0/0

Figure 3: The MHW encoding tree for BSD (S = {−1, 0, 1}, β = 2) with M = 4 as generated by the algorithm of

Figure 2. The nodes are labelled as “node ID(value; propagate; weight)[LSS set]”. The arcs are labelled input symbol /

output symbol. The branch from node 0, the root node, with input symbol 0 and output symbol 0 has been ignored.

Beginning with a window width of m = 1 the table en-

tries are grouped into βm sets according to their value v
modulo βm,

Gk = {v : v mod βm = k, 0 ≤ v < βM}. (3)

The least significant symbol sets of each value within

a group are then compared, looking for a contradic-

tion – one value that does not have a set that coincides

with the others. That is, the intersection of the LSS

sets of values in Gk is the empty set. For the exam-

ple, with a window width of m = 1, the groups from

Table 1 are G0 = {0, 2, 4, 6, 8, 10, 12, 14} and G1 =
{1, 3, 5, 7, 9, 11, 13, 15}. In G1 the LSS sets for values

of 1 and 7 from Table 1 contradict each other. The value

1 only wants a 1-symbol output, while the value 7 only

wants a 1-symbol output to generate their MHW represen-

tations. The value 3 does not contradict either since it can

have either a 1-symbol or a 1 symbol as its output. There

are no contradictions in G0 since all its values want the

0-symbol as the output.

If a contradiction is found then the window width is in-

creased and checked again. In the example, for a window

width of m = 2 the odd groups are G1 = {1, 5, 9, 13} and

G3 = {3, 7, 11, 15}. There are no contradictions within

these groups and so the minimum width of m = 2 and the

mapping of Table 2 is obtained.

4 MHW RECODING STATE MACHINE

Using the recoding table, a state machine can be con-

structed to recode a long (N ≫ m) non-redundant repre-

sentation into a redundant representation with MHW. The

process in this section constructs a Mealy state machine

with transitions conditioned on the most significant sym-

bol of the window. Each transition shifts the window along

the non-redundant word one symbol, and a single redun-

dant symbol is output. This construction means there are

β transitions out of each state, each with equal probability

of 1/β.
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Table 1: Recoding table for binary to MHW BSD. Show-

ing windows of maximum length M = 4 and the least

significant symbol sets that will give a minimum weight

encoding.

v xm−1, · · · , x0 −→ s〈0〉 set

0 02 −→ { 0 }
1 12 −→ { 1}
2 102 −→ { 0 }
3 112 −→ {1 1}
4 1002 −→ { 0 }
5 1012 −→ { 1}
6 1102 −→ { 0 }
7 1112 −→ {1 }
8 10002 −→ { 0 }
9 10012 −→ { 1}
10 10102 −→ { 0 }
11 10112 −→ {1 1}
12 11002 −→ { 0 }
13 11012 −→ {1 1}
14 11102 −→ { 0 }
15 11112 −→ {1 }

Table 2: MHW mapping table for binary to MHW BSD

with a window width of m = 2.

Gx xi+1, xi values −→ s〈i〉

G0 0, 0 {0, 4, 8, 12, . . .} −→ 0
G1 0, 1 {1, 5, 9, 13, . . .} −→ 1
G2 1, 0 {2, 6, 10, 14, . . .} −→ 0
G3 1, 1 {3, 7, 11, 15, . . .} −→ 1

The input condition of the Mealy transitions is a

m length window of the non-redundant representation,

x〈i+m−1〉 · · ·x〈i〉. This consists of a base condition,

x〈i+m−2〉 · · ·x〈i〉 and a decision symbol, x〈i+m−1〉. The

base condition is common to all transitions in to and out

of a state. The base condition is present as the most

significant symbols of the input condition into a state

x〈i+m−1〉 · · ·x〈i+1〉. It is really a property of the state but

is also attributed to the transitions for clarity. The output

symbol s〈i〉 for a transition is taken from the MHW map-

ping table T at the entry value,

t = (w〈i〉 + pk) mod βm; (4)

s〈i〉 ← T (t). (5)

Each state in the finite state machine has a unique pair-

ing of attributes:

1. A value bk in the range (0, βm−1]. This is the value

of the m−1 length base condition. From an incoming

transitions condition,

bk+1 = x〈i+m−1〉 · · ·x〈i+1〉. (6)

2. A propagate value, being the difference of the in-

put and output strings to that point. The next state’s

propagate, pk+1, is calculated from the current state’s

propagate, pk, and the connecting transition’s input

and output symbols, x〈i〉 and s〈i〉 respectively,

pk+1 = ⌈pk/β⌉+ ⌊(x〈i〉 − s〈i〉)/β⌋. (7)

The propagate value is negative if the output string

has borrowed some value from future input windows

and positive if the output string’s value lags the input

and needs to be made up in future transitions.

The attribute pair (bk+1, pk+1) uniquely identifies a state

and can be determined from incoming transitions at-

tributes and its outgoing state propagate attribute.

The state machine is built recursively starting from the

reset state SR, where the propagate value p〈0〉 = 0. The

transitions out of the reset state are special, as they do not

have a base condition. The full window of m input sym-

bols is used to determine the next state. Therefore, βm

transitions are created from the reset state, one for each

of the mapping table entries. A transition’s end state is

identified by calculating the propagate value pk+1 from

(7) and the base condition bk+1 from (6). If the state

(bk+1, pk+1) does not exist then it is created with β new

transitions out to be resolved. The state machine is com-

plete when all transitions’ end states are resolved. The

MHW encoding Mealy state machine for BSD with a win-

dow width of m = 2 is shown in Figure 4. A larger en-

coding state machine is shown in Figure 5 for the number

system S = {1, 0, 1, 3}, β = 2.

5 AVERAGE MHW

Representations with MHW are desirable as they max-

imise the number of zero symbols in a word. A useful

metric to compare number system is the expected number

of nonzero symbols in a representation of length N that is

MHW encoded. That is the MHW averaged over all val-

ues. Performing a Markov analysis [9] of the MHW en-

coding state machine reveals the probabilities of being in

each state, hence, the probabilities of the symbols output

at each transition from that state.

A Markov chain is a sequence of random variables

(states) X1, X2, X3, . . . with the Markov property; the

next state depends only on the current state and no pre-

vious states [9]. The MHW encoding state machines are

designed with this in mind. With the Markov property no

history is kept meaning the transitions must have a station-

ary probability of being selected. In the case of the MHW

encoding state machines, the transition probabilities are a

constant 1/β, with exception of those from the reset state

with probability 1/βm.
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S_Reset

(none,0)

P(0.0000)

S_0

(0,0)

P(0.3333)

00/0

01/1

S_1

(1,0)

P(0.1667)

10/0

S_3

(1,1)

P(0.3333)

11/-1

00/0

10/0

01/1

11/-1

11/0

S_2

(0,1)

P(0.1667)
01/0

00/1

10/-1

Figure 4: The MHW encoding Mealy state machine for

BSD with the minimum window width of m = 2. The

states are labelled with a name (S x), their unique attribute

pair (bk, pk), and the probability of being in that state

as i → ∞. The transitions are labelled as input condi-

tion/output symbol, i.e., x〈i+m−1〉 · · ·x〈i〉/s〈i〉.

The Hamming weight of the uniformly distributed ran-

dom variable V , when it is represented with MHW is,

H(V ) = E{Wmin(V )}, (8)

where Wmin(V ) is a function returning the MHW of V .

The average MHW is usually expressed as a fractional fac-

tor of the word length N and is calculated assuming an in-

finite word length; N →∞. This factor can be interpreted

as a probability of a position having a nonzero symbol,

Ĥ(V ) ≈ 1− Pr(s〈∞〉 = 0). (9)

In the BSD example of section 5, the probability of out-

putting a zero symbol is Pr(s〈∞〉 = 0) = 2/3. Therefore,

BSD has a fractional factor of 1/3; in the long run a third

of all symbols are nonzero.

There is also a small, often ignored [8], constant contri-

bution to the average MHW that arises because the Markov

process is not started from the steady-state state distribu-

tion. It can be significant at short word lengths. This can

be calculated as the sum of differences between the tran-

sient state probabilities at the beginning of the Markov

chain and the fractional factor. This sum of differences

can be reduced to a decaying geometric series.

S_Reset

(none,0)

P(0.0000)

S_0

(00,0)

P(0.2143)

000/0001/1

S_2

(10,0)

P(0.2143)

100/0101/1

S_1

(01,0)

P(0.1071)

010/0

S_3

(11,0)

P(0.1071)

110/0

S_8

(01,-1)

P(0.0714)

011/3

S_7

(11,1)

P(0.1429)

111/-1

000/0

100/0

010/0 110/0

001/1

101/1

011/3

111/-1

001/0

101/0

111/0

S_5

(01,1)

P(0.0714)

011/0

S_4

(00,1)

P(0.0357)

000/1

100/1

001/0

S_6

(10,1)

P(0.0357)

101/0

010/3

110/-1

Figure 5: The MHW encoding Mealy state machine for

the number system S = {1, 0, 1, 3}, β = 2 with the min-

imum window width of m = 3. The states are labelled

with a name S x, their unique attribute pair (bk, pk), and

the probability of being in that state as i → ∞. The tran-

sitions are labelled as input condition/output symbol, i.e.,

x〈i+m−1〉 · · ·x〈i〉/s〈i〉.

6 RESULTS

To select a redundant number system for an application,

it is useful to know the likely MHW of the representa-

tions being used. The process describe in this paper al-

lows this metric to be calculated. The MHW encoding

state machines were generated for some number systems

with a radix of 2 and symbol alphabets of up to four sym-

bols. The alphabet’s ability to recode a representation to
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Table 3: The average MHW for some symbol alphabets in

radix-2. Maximum window width M = 7. Some entries

confirmed by the listed references.

S m Hmin(V ) confirmed

{0, 1} 1 0.5N + 0.0
{0, 1, 2} 1 0.5N + 0.0
{0, 1, 2, 3} 2 0.333333N + 0.111111
{0, 1, 2, 4} 1 0.5N + 0.0
{1, 0, 1} 2 0.333333N + 0.111111 [10, 11]

{1, 0, 1, 3} 3 0.285714N + 0.163265 [8]

{1, 0, 1, 5} 6+ 0.276458N + 0.236886
{1, 0, 1, 7} 7+ 0.281354N + 0.282566
{3, 1, 0, 1} 3 0.285714N + 0.163265 [8]

{3, 0, 1, 3} 5 0.277778N + 0.209877
{3, 0, 1, 5} 6+ 0.285887N + 0.351390
{3, 0, 1, 7} 6+ 0.273322N + 0.258510
{0, 1, 3} 2 0.333333N + 0.111111
{0, 1, 3, 6} 2 0.333333N + 0.111111
{0, 1, 5} 6 0.324503N + 0.259024
{0, 1, 3, 5} 3 0.285714N + 0.163265 [8]

{0, 1, 3, 7} 5 0.277778N + 0.195988

maximise the number of zeros was found by performing a

Markov analysis on its recoding state machine. The results

of these trials are presented in Table 3.

The symbol alphabet with the lowest average MHW is

{3, 0, 1, 7} although to achieve this a window width of

m = 6+ is required to achieve this. The symbol alpha-

bets of {1, 0, 1, 3}, {3, 1, 0, 1}, and {0, 1, 3, 5} have a sim-

ilar average MHW but only require a window width of 3.

Their state machines will be much smaller.

Symbols that are a radix multiple of another symbol do

not reduce the Hamming weight. This can be seen by com-

paring the average MHW of the symbol alphabets {0, 1, 2}
and {0, 1, 2, 4}with binary {0, 1}where 2 and 4 are radix-

2 multiples of 1. Also with the symbol alphabets {0, 1, 3}
and {0, 1, 3, 6}, where 6 is a radix-2 multiple of 3. This is

expected as the radix multiples provide the same recoding,

just left shifted one position.

7 CONCLUSION

Minimum Hamming weight representations allow a de-

signer to reduce calculations in multiplication like algo-

rithms. To take advantage of this an algorithm is required

to generate MHW representations quickly. This paper pre-

sented a new method to design a state machine to per-

form the conversion form non-redundant representation to

redundant representation. The new method improves on

previously published algorithms by allowing a more di-

verse symbol alphabet. From the target number system’s

radix and symbol alphabet specification a search is per-

formed for all MHW representations of values in the range

[0, βM ) to generate a table of possible recodings. This ta-

ble is reduced to a table mapping from a window of the

input word to a substitution symbol such that the table is

as small as possible and the MHW recodings are main-

tained. This mapping table is used to build the recoding

a state machine that serially transforms the non-redundant

to redundant representations. A Markov analysis of the

state machine reveals the average Hamming weight of the

recoded numbers which match some previously published

results.
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Abstract: Machine vision using image processing of traditional intensity images is in wide

spread use. In many situations environmental conditions or object colours or

shades cannot be controlled, leading to difficulties in correctly processing the im-

ages and requiring complicated processing algorithms. Many of these complica-

tions can be avoided by using range image data, instead of intensity data. This is

because range image data represents the physical properties of object location and

shape, practically independently of object colour or shading. The advantages of

range image processing are presented, along with three example applications that

show how robust machine vision results can be obtained with relatively simple

range image processing in real-time applications.

Keywords: Range Imaging, Three-dimensional, 3D, Machine Vision

1 INTRODUCTION

Machine vision has been successfully used in industry in

applications such as factory automation. One of the keys

to its success is tight control of environmental conditions,

particularly lighting control as well as object and back-

ground colours. There is also a demand for machine vi-

sion in other applications, such as people tracking and se-

curity, where it is difficult to control the environment and

the objects. These applications, which are abundant in the

literature, are less successful because of the difficulty in

separating the wanted object from the background. The

problem is confounded when the objects of interest have

high contrast features, such as a person wearing a light

shirt and dark trousers.

The main limitation in the current machine vision object

detection problem is essentially the camera technology.

Sophisticated algorithms have been developed to detect

objects in the 3D world using a 2D camera, thus ignoring

the most obvious of useful information, depth. Attempts

have been made with reasonable success to use steropo-

sis (multiple two dimensional cameras with triangulation

techniques) to gain the depth information[1]. However,

this approaches needs substantial computing power and

has limited operating volume (defined by the intersection

of the field of views of the cameras).

Time-of-flight (TOF) range imaging is a relatively new

imaging technique that can be loosely described as a

3D camera. Such cameras produce a digital photo-

graph or video like output that contains both depth and

(monochrome) intensity information simultaneously for

every pixel in the image. These cameras have great po-

tential for machine vision applications because they na-

tively capture the depth information that must be inferred

with traditional imaging systems. Because the depth infor-

mation captured with these cameras is (for the most part)

independent of intensity and object colour, a machine vi-

sion system operating primarily on depth information can

separate object from the background with relatively simple

algorithms.

We introduce the basic operating principle of range

imaging systems, highlight their advantages and disadvan-

tages, and demonstrate some simple applications illustrat-

ing how they can be used for machine vision.

2 BACKGROUND

2.1 Range camera operating principle

There are several different techniques that can be used

to acquire range images, but by far the most common

is the continuous wave amplitude modulated (CWAM)
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approach[2, 3, 4, 5]. As this is the only technique used in

the currently available commercial products, it is the only

one we describe here.

Range imaging is an active image approach. The scene

is flood illuminated with an intensity modulated light

source. Near infrared LEDs are the illumination source of

choice in commercial products with modulation frequen-

cies ranging from 10 MHz to 50 MHz. Laser diodes are

used in research devices at modulation frequencies up to

100 MHz, and may make an appearance in future commer-

cial devices because a higher modulation frequency pro-

vides better range measurement precision.

The image sensor gain is also modulated at the same fre-

quency as the illumination source. Digital or square wave

modulation is often used for both the illumination and sen-

sor gain, so the sensor gain modulation can be thought of

a high-speed shuttering during the integration period. This

sensor gain modulation makes the pixel sensitive to the

phase of the modulation envelope of the illumination scat-

tered from the scene and collected by the camera lens. A

change in phase (due to propagation delay) manifests as

a change in pixel brightness. The measured phase change

is converted to propagation time hence range (with knowl-

edge of the speed of light). Light collected from objects

close to the camera generate a bright pixel due to a small

propagation delay resulting in a small phase change. More

distance objects generate a dull pixel because of a large

propagation delay that results in a large phase change.

Of course, pixel brightness is also influenced by object

colour and background lighting conditions, so one capture

is insufficient to accurately determine distance. Typically

four captures are used in which the relative phase differ-

ence between the illumination and shuttering is stepped in

90◦ increments. This allows calculation of the background

intensity, b, active intensity, a, and phase shift of the mod-

ulation envelope, ϕ, with

a =

√

(A0 −A2)
2

+ (A1 −A3)
2

2
(1)

b =
A0 + A1 + A2 + A3

4
(2)

ϕ = tan−1

(

A0 −A2

A1 −A3

)

(3)

where A0, A1, A2, and A3 are the pixel brightness values

from the four successive images. The object range can

then be calculated from the phase, modulation frequency,

f , and the speed of light, c, with

d =
ϕc

4πf
(4)

2.2 Advantages and disadvantages

Using range imaging cameras in machine vision applica-

tions has the significant advantage of providing distance

information, thus allowing computer systems to perceive

the world in 3D. It also provides the advantage of gen-

erating separate background and active intensity images.

This may be of advantage in some applications because

the active intensity image provides grayscale information

that is not influenced by ambient lighting conditions and

shadows.

These advantages come with a price. There are cur-

rently several significant disadvantages associated with

range imaging cameras[6], of which the most most ob-

vious is the need for active illumination. This increases

power consumption and physical size, complicates ther-

mal dissipation, but perhaps most importantly, limits the

useful operating distance of the cameras. Objects too dis-

tant can be poorly illuminated leading to low quality range

measurements. This is especially the case in a scene that

contains both near and far objects because the illumina-

tion levels and camera integration time must be controlled

to avoid saturation of the near, bright objects, resulting in

very dull distant objects.

Another significant disadvantage is the low spatial res-

olution of commercially available range imaging cam-

eras. At the time of writing, the highest resolution camera

available is the CamCube 2.0 (PMD Technologies GmbH,

Siegen, Germany) with 204× 204 pixel resolution. How-

ever, as with traditional imaging technology, resolution is

increasing steadily with each new model offering higher

resolution as the technology matures.

Range imaging cameras also suffer from several range

measurement artefacts. At the edge of objects light from

two or more objects at different ranges may fall on the

same pixel causing erroneous measurements. These errors

are referred to as mixed pixels or flying pixels. Also, be-

cause of the cyclic nature of the phase measurement used

to calculate distance, ambiguities can arise if objects occur

at distances longer than half the wavelength of the modu-

lation signal. Finally, significant motion can cause corrupt

range data because the scene may change during the four

acquisitions required to produce one range imagine. Re-

search is being conducted to solve these shortcomings, and

it is likely that future range imaging cameras will include

features to minimise or resolve all of these effects.

3 RANGE IMAGE PROCESSING

Many traditional image processing techniques can be ap-

plied to range images[7, 8]. Indeed, operating on the range

data not only has the potential to simplify operations such

as object detection, but also opens new opportunities for

more advanced and qualitative measurements. With range

data it is possible to determine physical object parameters

such as size and surface curvature. Consequently, range

data image processing is likely to be much more robust

and reliable than traditional image processing.
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To illustrate the simplicity of range data image process-

ing, we present a simple example. Figure 1 shows images

acquired with the SwissRangerTMSR4000 camera (MESA

Imaging, Zuerich, Switzerland). The active intensity im-

age, figure 1a, is similar to a traditional greyscale image

but using the built in light source. Note that the object in

the foreground has colourful high contrast surfaces and is

in front of a visually complex background. The range im-

age, figure 1b, instantly provides additional information

about the scene. One of the first noticeable aspects to this

image is that the object and the background are of low con-

trast compared to their appearance in the intensity image,

because there is little difference in distance from the cam-

era across their surface.

Segmenting the objet in this scene based on the inten-

sity information presents a challenge for traditional image

processing, but is a relatively simple task when processing

the range data. For example, consider an edge detection on

the intensity image, as shown in figure 1c. Because of the

complicated nature of the scene, this detection provides

little useful information. However, the same processing

on the range data, figure 1d, clearly finds the edges of the

gnome in the foreground and the bookshelf in the back-

ground.

The other aspect that is immediately apparent from the

range image is that the gnome is closer to the camera than

the bookshelf as darker pixel shades represent range val-

ues closer to the camera. This information in particular

cannot be determined in the intensity image. In fact, it is

possible to determine the shape, size, and relative location

of objects in the scene because the SR4000 also provides

a 3D output consisting of x, y, and z values calibrated in

metres for each pixel.

Segmentation can be performed very simply in one of

two ways. Firstly, if this image is the only data available,

simple thresholding can be applied to the range image to

segment the objects based on their distance to the camera,

as shown in figure 1e. Alternatively, simple background

subtraction can be used if a range image of the the scene

before the objects were added is available.

4 EXAMPLE APPLICATIONS

To illustrate the potential uses of range image processing,

we present three examples. In all cases, the image process-

ing code was written in MATLABTM, and is sufficiently

simple to operate in real-time on a 2 GHz computer under

Microsoft Windows XPTM.

4.1 Height estimation

The first example is an algorithm that identifies objects and

estimates their height off the ground. This is primarily

aimed at measuring a person’s height. Although there are

a)

b)

c)

d)

e)

Figure 1: Intensity image (a), range image (b), edge detec-

tion on intensity image (c), edge detection on range image

(d), and threshold segmented object mask (e) of a gnome

in front of a bookcase.
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Figure 2: Screen shot of the height detection software

showing a scene containing two people, each with their

height and average distance from the camera displayed.

some constraints on object size and dimensions, the soft-

ware does not discriminate between people and other sim-

ilar sized objects. The height of a person (or other object)

can be determined as long as the top of the object remains

in frame, regardless of their distance from the camera. An

example output of the final application is shown in fig-

ure 2.

The image processing algorithm starts by capturing the

background scene without any people. This forms the

background image for all subsequent captures and is valid

as long as the scene geometry remains unchanged. For

each capture a foreground mask was calculated by thresh-

olding the difference between the current capture and the

background image, that is a background subtraction algo-

rithm. This marks the people in the scene. Any edges of

the scene are then detected by thresholding the gradient of

the depth image. These edge pixels were deleted from the

foreground mask to remove any mixed pixels and to help

distinguish between overlapping groups. In order to mea-

sure more than one person at a time, the foreground mask

was separated into groups using the watershed transform.

The pixels in each group were then analysed to determine

the maximum height and average distance from the camera

for each person.

4.2 Gesture control user interface

Another example that highlights the advantages of range

imaging is a gesture control application. In this applica-

tion, the user can activate and control a menu system, press

virtual buttons, and move virtual slider controls simply by

moving an empty hand in free space. A screen shot from

the application is shown in figure 3. The action of press-

ing a button, for example, is very difficult to detect with

traditional cameras because movement towards the cam-

era produces very little change in the image. However,

Figure 3: A user interacting with a push button menu by

moving their hand in free space.

with depth data it is very easy to detect if an object moves

towards or away from the camera.

The range image processing algorithm first uses back-

ground subtraction to isolate a potential user. Then, range

thresholding produces a mask indicating all pixels that are

within 0.2 m from the closets pixel to the camera, thereby

segmenting the closest object to the camera. Morpholog-

ical image processing techniques are used to remove any

outlying pixels in the mask. The centre of the mask is

found, and the 3D location of the centre is tracked. The

location and motion of the centre is used to select and con-

trol objects in the user interface.

A push button and a slider bar are two examples of con-

trols available. The push button works by tracking the cen-

ter of the mask, a button push is recorded when the cen-

tre is over a button graphic and then moves forward by a

configurable distance over at least 5 frames. The slider

bar works by tracking the position of the centre relative to

the position of the slider. When the centre is close, to the

slider’s position tracks with the centre. The user in figure 3

is selecting a push button in an interactive menu.

4.3 Robotic arm location and control

The final example demonstrates range imaging being used

to identify and calibrate a low cost robotic arm. Range

imaging is used because this type of robotic arm is inher-

ently inaccurate in its positioning and has no feedback to

provide control compensation. Two ping-pong balls were

added to the arm to provide 3D reference markers, and

were detected using range image processing techniques.

Intensity and range images of the robotic arm are shown

in figures 4 a and b. First background subtraction is used

to segment the robotic arm. The locations of the ping-pong

balls were then identified using a watershed segmentation

technique (applied to the range data), as seen in figure 4c,

and their 3D centres calculated from the 3D data, as shown

in figure 4d. A model of the arm was then aligned with the

centres of the ping-pong balls to relate the arms actual po-

sition and orientation to the programmed movement.
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a)

b)

c)

d)

!"(

Figure 4: Images of the robotic arm showing the intensity

image (a), range image (b), watershed with identified ping-

pong balls (c) and 3D data wireframe with fitted shaded

spheres (d).

5 CONCLUSIONS

We have shown how applying image processing tech-

niques to range data, rather than intensity data, can have

significant advantages. This is because range data repre-

sents the location and shape of objects in the scene, practi-

cally independently of their colour or shade. Comparisons

of simple edge detection on both intensity and range data

highlight marked differences in the outputs.

Three examples of applications using range image pro-

cessing are also presented. These examples highlight how

range image processing can be easily used in real-time

applications such as user interfaces, object size detection

possibly including security applications, and control sys-

tem feedback.
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Abstract:  The paper provides an insight into development of the antenna element for the microwave holography for 

early breast cancer diagnostics. A circular polarised patch antenna has been modelled with in software. Sev-

eral examples of the antenna have been manufactured and tested. It has been demonstrated that coupling of 

such antenna elements is within the requirements for the planned array of 12-16 antennas within 300 mm 

distance from each other. 
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1 INTRODUCTION    

Active microwave imaging exploits non-ionizing elec-

tromagnetic waves with the radiated power level which 

is much lower than that from a conventional mobile 

phone. Although due to much longer wave length direct 

microwave imaging do not provide the same spatial reso-

lution as X-rays, it has the potential to offer improved 

detectability of cancer on early stages due to the high 

dielectric contrast between normal and cancerous tissue 

(C. Gabriel, Gabriel, & Corthout, 1996; S. Gabriel, Lau, 

& Gabriel, 1996a, 1996b). The method is based on irra-

diating a monochrome wave, which is then reflected 

from a tumour and scattered back. The scattered radia-

tion is received by an array of antennas then digitized at 

each antennae element of the array. The image is the 

reconstructed using the phase information of backscat-

tered signal.  

In this work we have analysed the requirements to an 

antennae element needed for such an array to receive 

backscattered signal preserving the phase information. 

 

2 ANTENNA ELEMENT  

Linearly polarized antenna can accept only the compo-

nent of electric field with the same orientation as the 

antenna. Therefore due to unavoidable rotation of polari-

zation of the reflected wave, using of the linearly polar-

ized antennas will significantly decrease amount of en-

ergy collected on the receiving antennas. While it is pos-

sible to increase power of transmitted signal to compen-

sate losses due to this effect, this will lead to additional 

energy dissipation into the human tissue what is undesir-

able. To avoid this, a circularly polarized (CP) antenna 

type was selected for the antenna element as it will col-

lect more electromagnetic energy crossed the antenna 

aperture. 

CP can be obtained if two orthogonal modes are excited 

with a 900 time-phase difference between them (Balanis, 

1997). Some types of antenna are inherently CP e.g. Spi-

ral (Stutzman & Thiele, 1997) or Conical Spiral antennas 

(Hertel & Smith, 2002). Other types like Cross-Bowtie 

(Yun, Fear, & Johnston, 2005), Cross-Vivaldi (Zhang, 

Fear, & Johnston, 2009), Square Patch (Balanis, 1997) 

can be exited with a 900 time-phase difference between 

two antenna elements to produce CP by means of special 

feeding circuitry. All this antenna types have their own 

strengths and weaknesses, the detailed discussion of 

which is outside of the scope of this paper due to the 

limited volume. 

Further we will describe the details of the design and 

optimisation of CP patch antenna which was chosen for 

the array in our application. 

2.1 THEORETICAL BACKGROUND  

CP patch antenna can be accomplished by adjusting the 

physical dimensions of a patch and using either single or 

multiple feeds (Balanis, 1997). The most direct way is to 

use two separate orthogonal feeds to excite a square-

patch antenna. In this work a single feed to generate two 

orthogonal modes on the nearly square patch has been 

used. To meet the necessary conditions for circular po-

larization, the dimensions of the patch and position of 

the feeding point must ensure that the magnitudes of the 

two modes are equal. The initial patch is represented on 

Figure 1. 

To select initial dimensions for our antenna model we 

have to consider bandwidth, efficiency and quality fac-

tor. There is always a trade-off between them in deriving 

an optimum antenna performance. The total quality fac-

tor is influenced by radiation, conduction, dielectric and 

surface wave losses (Balanis, 1997). 

Quite narrow bandwidth 3.3% was selected for current 

antenna to achieve better total quality ܳ௧ in that case for 

VSWR 2:1 in accord  to (B lanis, 1997)  ance a

Δ
 

݂݂ ൌ ͳܳ௧√ܸܹܴܵ (1)  

where f0 s middle frequency   i

Δand ݂  is difference between frequencies fL and fW 
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related to effective dimensions of our patch Le 

and We correspondently 

 

 

Figure 1. Near square patch antenna sketch and variable di-

mensions for selected basic antenna design 

And side ratio between patch sides ܮ ൌ ܹሺͳ  ͳܳ௧ ሻ (2)  

where ܮ  ܹ  is width of the patch 

is length 

and 

Thus total quality will be 

 ܳ௧ ൌ ͳͲ.Ͳ͵͵√ʹ ൌ ʹͳ.Ͷ͵ (3)  

And required ratio t between pa ch sides LW ൌ ͳ  ͳQ୲ ൌ ͳ.ͲͶ (4)  

Due to fringing effects electrically the patch looks 

greater than its physical dimensions Figure 2.  

 

Figure 2. Effective patch dimensions are greater than its physi-

cal dimensions 

Figure 2 shows that e fect of the patch are  f ive dimensions 

ܮ  ൌ ܮ   ܮ߂ʹ

ܹ ൌ ܹ   ܹ߂ʹ

(5)  

and (6)  

Thus physical dimensions of the patch could be derived 

from required frequencies dielectric and magnetic prop-

erties of materials. ܮ ൌ ͳͳ ݂ඥߝ  ඥµߝ െ ʹΔ(7) ܮ  

 ܹ ൌ ͳͳ ௐ݂ඥߝඥµߝ െ ʹΔܹ 
(8)  

 

Required ܮ߂  and ܹ߂ ul erived from empirical 

equations (Kirschning, J nse oster, 1981) 

co d be d

a n, & K

Δ݄ܮ
 ൌ ସߦହߦଷߦଵߦ  (9)  

 
A With 

ଵߦ ൌ Ͳ.Ͷ͵ͶͻͲ .଼ଵߝ  Ͳ.ʹߝ.଼ଵ  Ͳ.ͳͺͻ ቀܹ݄ቁ.଼ହସସ  Ͳ.ʹ͵ܹቀ ݄ ቁ.଼ହସସ  Ͳ.ͺ  (10) 

ߦ ൌ ͳ  ቀܹ݄ଶ ቁ.ଷଵʹ.͵ͷͺߝ  ͳ 
(11) 

ଷߦ ൌ ͳ  Ͳ.ͷʹͶ ሺͲ.ͲͺͶ݊ܽݐܿݎܽ ቀ݄ݓቁ.ଷଵሻߝ.ଽଶଷ  (12) 

ସߦ ൌ ͳ  Ͳ.Ͳ͵ ሺͲ.Ͳ݊ܽݐܿݎܽ ቀ݄ݓቁଵ.ସହሻሺߝሻሻሻ െ ͷ݁ݔ ሺͲ.Ͳ͵ሺͳ െߦହ ൌ ͳ െ Ͳ.ʹͳͺ݁ݔሺെ .ͷ݄ܹ
(13) 

ሻ (14) 

L

To determine actual dimensions of the antenna we have 

to know property of the substrate as well as properties of 

the media. The Rogers TMM10 electrodeposited copper 

foil 17μm1 was selected for the model because it has ߝ ൌ ͻ.ʹ what is very close to supposed propagation 

media, fatty tissue (Duck, 1990; C. Gabriel et al., 1996; 

S. Gabriel et al., 1996a, 1996b). Substrate with the 

thickness of 0.508 mm has been selected as trade-off 

between bandwidth, and efficiency. 

Using media and substrate with the same properties 

gives a possibility to decrease amount of variables in the 

model by approximately 4:1 and calculation time by 

16:1. Moreover number of variables is restricted in the 

modelling tool we used and without above mentioned 

condition modelling is provided on the cutting edge of 

the modelling tool ability. To be picking ahead there are 

other reasons to use media and substrate with the same 

properties however they are beyond of the current paper 

scope. 

Now we can evaluate the wavelength for the selected 

frequency ݂ ൌ Ͷ.ͻͷݖܪܩ, taking in account relative per-

mittivity of the media ߝ ൌ ͻ.ʹ where our signal is trav-

elling.  


ߣ ൌ ܿ
 ݂ඥߝµ ൌ ͳͻ.ͻ݉݉ (15)  

 

Equations (11), (12), (13), (14) have been developed by 

(Kirschning et al., 1981) for the patch antenna working 

in the air or vacuum and have to take in account relative 

                                                      
1 TMM® Thermoset Microwave Laminates (2008, 

30.09.2009). Retrieved 30.03.2009, 2009, from 

http://www.rogerscorp.com/documents/728/acm/TMM-

Thermoset-laminate-data-sheet-TMM3-TMM4-TMM6-

TMM10-TMM10i.aspx  

pb

d 

 

W 
A 

pa 
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permittivity of the substrate. In our case it is possible to 

simplify these equations due to implied equity of the 

relative permittivity of the substrate and surrounding 

media. In the simplified form 

ଵߦ ൌ Ͳ.Ͷ͵ͶͻͲ ͳ  Ͳ.ʹͳ  Ͳ.ͳͺͻ ቀܹ݄ቁ.଼ହସସ  Ͳ.ʹ͵ܹቀ ݄ ቁ.଼ହସସ  Ͳ.ͺ  (16) 

ߦ ൌ ͳ  ቀܹ݄ଶ ቁ.ଷଵ͵.͵ͷͺ  
(17) 

ଷߦ ൌ ͳ  Ͳ.ͷʹͶ ܽ݊ܽݐܿݎሺͲ.ͲͺͶ ቀ݄ݓቁ.ଷଵሻ (18) 

ସߦ ൌ ͳ  Ͳ.Ͳ͵ ܽ݊ܽݐܿݎሺͲ.Ͳ ቀ݄ݓቁଵ.ସହሻ (19) 

 

Initial dimensions of the patch L and W represented in 

the Table 1 were obtained by iterative decision of the 

equations (10), (8) and (9) for target middle frequency 

4.95GHz and propagation media with the ߝ ൌ ͻ.ʹ. Co-

ordinates of the feeding point pL and pW as point on the 

diagonal of the patch on the middle between centre of 

the patch and corner. Size of the feeding point d has been 

selected in accordance to diameter of the central cord of 

the feeding cable RG4052. External dimensions of the 

patch A are taken as reasonable in relation to the patch 

size. 

Table 1. Initial dimensions for patch antenna 

L 9.26mm 

W 8.844mm 

pL 2.565mm 

pW 2.461mm 

d 0.5mm 

A 16mm 
 

 

2.2 ESTABLISHING THE MODEL  

Modelling has been done using MATLAB Antenna 

Toolbox (MAT) which is based on the Method of Mo-

ments (Makarov & Kempel, 2005). This tool is suitable-

for the modelling basic metal-dielectric antennas and 

resonators. Method of Moments relies on Rao-Wilton-

Glisson edge elements (Rao, Wilton, & Glisson, 1982). 

Initially the surface of a metal antenna is divided into 

separate mesh of triangles (see Figure 3) to establish 

matrix of the vector basis functions associated with 

every interior edge (i.e., no boundary edge). 

                                                      
2 Cable,microwave,copper,1m,RG405. (2009). Retrieved 

30.01.2009, 2009, from http://newzealand.rs-

online.com/web/search/searchBrowseAction.html?method=sea

rchProducts&searchTerm=388704 

Figure 3. 3-D model of patch antenna. All dimensions are 

shown in m. 

The detailed explanation for the Method of Moments and 

its implementation is given in (Makarov, 2002). 

The multipoint MoM solution is performed on every 

point of the frequency. The result for complex input im-

pedance derived for the first model with dimensions 

from the Table 1 is represented on the Figure 4.  

2.3 Optimization 

There are two picks apparently visible on the Figure 4 

pointed by vertical arrows fr(L) an fr(W) related to effec-

tive dimensions of the patch Le and We correspondently. 

Middle frequency is lower than desirable. One can see 

difference between impedances for these two frequencies 

what lead to narrowing of the circularly polarisation 

zone due to broken condition of the orthogonal compo-

nents equity. 

Figure 4. Modelled parameters for initial dimensions given in 

the Table 1. Two resonance picks pointed by arrows fr(L) an 

fr(W) related to effective dimensions of our patch Le and We 

correspondently.  

Multiple iterations with dimensions of the patch and 

feeding point placement have been done to acquire de-

sirable middle frequency 4.95GHz equity for the active 

part of impedance Rin=50Ohm for both resonance fre-

quencies as it is shown on the Figure 5. 
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Figure 5. Final results of the mathematical modelling. Active 

impedance Rin=50Ohm equal for both resonance frequencies 

The final result of mathematical modelling for the reflec-

tion coefficient provided by Matlab is presented on the 

Figure 6. Dimensions derived during optimization proc-

ess presented in the Table 2. 

Figure 6. Final results of the mathematical modelling. Reflec-

tion coefficient is below -20db 

Table 2. Final dimensions for the patch antenna model. 

L 9mm 

W 8.6mm 

pL 3.55mm 

pW 1.53mm 

d 0.5mm 

A 16mm 
 

 

It is possible to improve mathematical model particularly 

to place negative pick of the reflection coefficient at 

4.95GHz strictly between resonance frequencies by play-

ing with thickness and other dimensions, but it would be 

reasonable on the later stage of the project.  Model pa-

rameters shown in the Table 2 is sufficient to provide 

experiments on the real antennas. 

 

3 Results 

Antenna elements (Figure 7) were produced from the 

TMM10 substrate with thickness 0.508mm in accor-

dance to the dimensions given in the Table 2. The outer 

sheath of the cable RG405 is soldered to the ground 

plane of the patch antenna and central wire is soldered to 

the patch. SMA connectors3 were soldered to the oppo-

site end of the cable.’ 

Figure 7. Antennas used in measurements. Dimension of the 

grid cell is 5x5 mm. 

As the antenna element was designed for  the 

measurement needed to be done in the media with close 

dielectric properties. Two component silicone rubber 

RHODORSIL® RTV-5854 mixed with Barium Titanate 

powder5 was used as the measurement media mixed in 

proportion 27% of the Barium Titanate and 73% of the 

RHODORSIL® RTV-585 according to (Cherney, 2005).  

Vector network analyser Agilent N5230A was used to 

measure impedances, reflection coefficient and phase 

variations. Measurements have been done for single and 

a couple of antenna elements submerged in the media. 

The results acquired for impedances of the single an-

tenna elements are shown on Figure 8. The results ac-

quired for the reflection coefficient with the same an-

tenna element are shown on Figure 9. The results for the 

phase variations are shown on Figure 10. Special interest 

represented by phase shift around resonance frequency. 

Multiple measurements of the impedances for the same 

antenna element have been done while second antenna 

element was placed at different distances from the meas-

ured antenna element with both antennas being exited. 

Results acquired for several distances between antenna 

elements from 16mm to 46mm with step 1mm are shown 

on the Figure 11. 

 

                                                      
3 Connector,coaxial,RF,SMA,solder,jack,cable,50 

Ohm,RG405/U. Retrieved 30.06.2009, 2009, from 

http://newzealand.rs-

online.com/web/search/searchBrowseAction.html?method=get

Product&R=4683205 
4 RHODORSIL® RTV-585. (1998). Retrieved 30.09.2009, 

2009, from 

http://www.precisionconverting.com/downloads/rhodia_techda

ta/pi585.pdf 
5 Barium Titanium Oxide, BaTiO3. (2009). Retrieved 

27.07.2009, from http://www.advancedmaterials.us/5622-

ON2.htm 
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Figure 8. Result acquired with network analyser. The Imped-

ance Resistance and Reactance components. Middle frequency 

shown by the vertical line is 4.84GHz 

Figure 9. Reflection coefficient. Middle frequency is shown by 

vertical line is 4.84GHz 

Figure 10. Measured phase variations. Resonance frequency 

4.84GHz is shown by vertical line. 

Figure 11. Coupling. Dependence of the Real and Imaginary 

parts of the mutual impedance from the distance between two 

antenna elements. Horizontal dashed line represents value for 

the Imaginary part for the single antenna and solid line corre-

spondent value for the Real part. 

 

 

4 Discussion 

Although as it was expected the manufactured antennas 

were somewhat different from the model, it sufficiently 

close to the given requirements for the microwave holo-

graphy system. As one can see the middle frequency 

shown by vertical line on Figure 10 is 4.84GHz what is 

only 2% difference from the modelled. It is reasonable to 

suggest that that these deviations are due to the limited 

accuracy of the used manufacturing method. The same 

reason could lead to relatively less than expected reflec-

tion coefficient (see Figure 9) in comparison with the 

computed model (see Figure 6).  

Coupling between the antennas will determine a con-

strain for the minimal distance between antenna ele-

ments in the array which defines the lower angular reso-

lution α as: 

ߙ  ൌ   (20) ܦߣ

 where λ is the wavelength 

and D is separation between the elements in ar-

ray. 

Figure 12. Dependencies of linear resolution for two frequen-

cies 5 and 10 GHz from the distance between antenna elements 

The same is plotted on Figure 12 for two selected fre-

quencies 5 and 10 GHz. 

Coupling is a result of undesirable energy transferring 

between neighbour antennas. Therefore coupling leads to 

measurable changes in the antenna parameters. Meas-

urements of the impedances for the same antenna ele-

ment on the resonant frequency 4.84GHz have been 

done while second antenna element was placed on the 

different distance from the measured antenna element 

and both elements exited. The results for Real and 

Imaginary parts of the impedance are shown on 

Figure 11. The horizontal dashed line represents a value 

for the Imaginary part for the single antenna and solid 

line represents the correspondent value for Real part. By 

the recalculating of the phase deviation from the col-

lected data we can get dependency for possible error 

value as it is shown on the Figure 13. 
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As it was mentioned above there are two possible ways 

to improve linear resolution in this holography method. 

One is to reduce distance from the antenna array to the 

object under investigation. However there are limitations 

related to big angular deflections. Second is to increase 

the frequency as one can see on Figure 12. Unfortunately 

10 GHz perhaps a limit due to very high absorption of 

microwaves above that what leads to very little penetra-

tion. In the future work 10 GHz can be attempted. 
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1.10.2009, 2009 
Comparing mathematical model with measurement re-

sults it is clear that real antenna elements especially 

feeding point placement required additional optimiza-

tion. It can be achieved by using more sophisticated 

modelling software and by producing more samples for 

measurements. Either way several iterations of model-

ling-measurement should be done to produce reliable 

antenna setup. 

Rao, S. M., Wilton, D. R., & Glisson, A. W. (1982). ELEC-

TROMAGNETIC SCATTERING BY SURFACES 

OF ARBITRARY SHAPE. IEEE Transactions on 

Antennas and Propagation, AP-30(3), 409-418. 

Stutzman, W. L., & Thiele, G. A. (1997). Antenna Theory and 

Design (2-nd ed.): John Wiley and Sons. 

Yun, X., Fear, E. C., & Johnston, R. H. (2005). Compact An-

tenna for Radar-Based Breast Cancer Detection. An-

tennas and Propagation, IEEE Transactions on, 

53(8), 2374-2380.  4   CONCLUSIONS 
Zhang, J., Fear, E. C., & Johnston, R. H. (2009). Cross-Vivaldi 

antenna for breast tumor detectlon. Microwave and 

Optical Technology Letters, 51(2), 275-280. 

Although the parameters of developed antenna are 

slightly different from one optimized in the computa-

tional model, the acceptable parameters of CP patch an-

tenna have been achieved at 5 GHz. Thus the used meth-

odology can be trailed at other higher frequencies ob-

serving the accuracy of manufacturing. 

 

Antenna element requirement analysis and design dis-

cussed in this work required additional development. 

However it could be perceived as starting point for fur-

ther development of the microwave holography tech-

nique for early breast cancer detection. 
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Abstract: We present an update on the NZ-wide advances in the field of Radio Astronomy
& Radio Engineering with a particular focus on contributions, not thus reported
elsewhere, which hope to either directly or indirectly contribute to New Zealand’s
engagement with the international Square Kilometre Array (SKA) project. We
discuss the status of the SKA project in New Zealand with particular reference to
activities of the New Zealand Square Kilometre Array Research and Development
Consortium.
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1 INTRODUCTION

The Square Kilometre Array1 (SKA) is a billion dollar,
multinational project which aims to construct the world’s
largest radio telescope[1, 2]. A consortium of 17 coun-
tries has pledged involvement in this mega-science project
which aims which will collect more information on the
radio sky in the first seven hours of operation than has
been obtained in the first 70 years of radio astronomy.
The SKA will be comprised of thousands of individual ra-
dio telescopes, with a total collecting area of one square
kilometre. These telescopes will be arranged in stations
of 20 - 45 antennas. The stations will stretch over thou-
sands of kilometres in order to provide resolution of the
order of milliarcseconds which will be comparable to the
best optical and infrared instruments. The array will be
sited in either Australasia or southern Africa and bids to
host the telescope are being coordinated by South Africa
and Australia with both countries committed to building
’pathfinder’ telescopes on the sites of the proposed SKA
core in each country.

1www.skatelescope.org

Realization of the truly paradigm-shifting nature of the
SKA will require significant challenges in radio engineer-
ing, data transport & storage, signal processing and power
generation to be overcome. Much progress has been made
on many of these fronts but there is much still to do and
even seemingly small communities can play a vital role in
the project. In this paper we describe the current status
of the project in New Zealand with particular emphasis on
the research enagement from Aotearoa.

2 SKA IN AUSTRALIA

Australian researchers have been involved in the SKA
project since its inception over a decade ago. Radio as-
tronomy is the largest single discipline in Astrophysics in
Australia accounting for over 30 per cent of the total astro-
nomical research output in Australia [3]. Radio astronomy
research groups currently exist in seven Australian univer-
sities in addition to the government funded CSIRO divi-
sion of the Australia Telescope National Facility and radio
astronomy accounted for nearly 40 per cent of all perma-
nent jobs in Australian Astronomy in 2005 [3]. With the
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advances toward the SKA, this fraction is likely to expand
significantly.

To date the Australian Federal Government has com-
mitted 125 million AUD for construction of their
pathfinder telescope, the Australian Square Kilometre Ar-
ray Pathfinder (ASKAP) and 80 million AUD for a High
Performance Computing (HPC) facility in Perth2. In addi-
tion, the Western Australian Government has committed a
further 20 million AUD to establish the International Cen-
tre for Radio Astronomy Research (ICRAR)3 as a joint
venture between the state and the University of Western
Australia and Curtin University of Technology.

3 SKA IN NEW ZEALAND

In August 2009 New Zealand and Australia signed an ar-
rangement to collaborate on the bid to host the SKA4. This
marked the first formal step of New Zealand’s engagement
with the project and will see a joint trans-Tasman effort to
work together to co-host the telescope.

3.1 NZ SKA Project Office

The Ministry of Economic Development (MED) is the
lead government agency for New Zealand’s involvement
in the SKA. A New Zealand SKA project office has been
established as New Zealand’s point of contact for SKA
matters and is coordinating New Zealand’s Government
level programme for engagment in the SKA project. As
part of the coordination effort the project office is working
closely with the Australia-New Zealand SKA Coordinat-
ing Committee (ANZSCC) on which the NZ Government
has a representative.

3.2 SKA Research & Development Consortium

In June 2009, just prior to the announcement of the for-
mal arrangement with Australia, the New Zealand Square
Kilometre Array Research & Development Consortium
(SKARD) was formed5. The role of SKARD is to bring
together professional researchers involved in SKA related
research in NZ, to foster collaboration both within NZ and
internationally and to liaise with industry, government and
other groups to advance New Zealand’s contribution to the
SKA. Members are drawn from all of New Zealand’s ma-
jor research universities and have interests in antenna de-
sign, signal processing, imaging and inference, high per-
formance computing and radio astronomy.

2www.ska.gov.au/news/Pages/MinisterCarrnamesPawseyHPCCentre.aspx
3www.icrar.org
4’Arrangement between the Australian Government and the New

Zealand Government on a Joint Bid to Secure the Siting of the Square
Kilometre Array in Australia and New Zealand’

5www.ska.ac.nz

3.3 NZ SKA Industry Consortium

In addition to SKARD, the New Zealand SKA Industry
Consortium (NZ SKAIC) has formed to achieve positive
economic outcomes for New Zealand from involvement
in the SKA project. The group consists of industry part-
ners representing IT software, hardware, networks and ser-
vices, the Ministry of Economic Development (MED) and
New Zealand Trade and Enterprise (NZTE).

4 RESEARCHENGAGEMENT IN NEW

ZEALAND

Although SKARD acts as a coordination point for re-
searchers engaged in SKA related research, research en-
gagement at the individual level has been quite active over
2009 even before the formation of the consortium. Sev-
eral groups from across the country have come together
to form collaborative projects around radio astronomy and
related engineering. Highlights of this collaborative work
include efforts in radio astronomy, radio engineering and
signal processing.

4.1 Radio Astronomy

Currently there are only two universities in which radio
astronomy research is conducted in New Zealand. Con-
sequently, direct involvement in pure radio astronomy re-
search is limited6, however where such engagement has
occurred it has been well placed. In particular, NZ has
good representation on forth coming major science and as-
sociated technical research associated with the Australian
SKA Pathfinder, pan-NZ capability building in radio as-
tronomy, signal processing and engineering and an emerg-
ing interest in associated High Performance Computing
(HPC).

4.1.1 ASKAP Surveys

Australia has committed to build a 1 per cent demonstrator
for the SKA called the Australian Square Kilometre Ar-
ray Pathfinder (ASKAP). ASKAP, which is in construction
now and due for completion in 2012, will be a powerful
new telescope in its own right. Located at the core of the
Australian & New Zealand site for the SKA, the Murchi-
son Radio Observatory in Western Australia, ASKAP will
comprise 36 15 meter diameter radio dishes spread over
a 6 km diameter area. The configuration is designed to
optimize sensitivity on angular scales of 30 arcseconds,
whilst still providing good low surface brightness sensi-
tivity at lower resolutions [4]. ASKAP will operate over
700 - 1800 MHz with a one degree field of view and had

6Refereed research publications in radio astronomy for NZ based re-
searchers in the last decade are confined to only two authors:Johnston-
Hollitt & Budding.
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been specifically designed as a survey instrument for red-
shifted observations of neutral hydrogen (HI) [5]. ASKAP
will act as a survey instrument for approximately 75 per
cent of the first five years of operation (2013 - 2018) and
an open call for survey science proposals in late 2008 re-
sulted in 38 expressions of interest from world-wide teams
of researchers. An extensive, multi-stage process of inter-
national peer review to prioritize the science surveys has
just concluded with eight science surveys and two strate-
gic programs selected[6].

Several NZ-based researchers are involved in the suc-
cessful surveys which were selected for ASKAP. Staff
from the Victoria University of Wellington (VUW) are in-
volved in three ASKAP proposals, the A ranked Evolu-
tionary Map of the Universe (EMU)[7] and the A- ranked
surveys “POSSUM”and “VAST”. Staff from the Auckland
University of Technology are part of the strategic project
“The high resolution component of ASKAP: meeting the
long baseline specifications for the SKA”.

Within the commensally observed EMU and POSSUM
projects, researchers at VUW will contribute to science re-
lated to clusters of galaxies. In particular, understanding
the role of environment on the production of radio emis-
sion in clusters will be investigated. This will include: the
detection and characterization of low surface brightness
diffuse synchrotron emission associated with dynamical
encounters [8], the use of tailed radio galaxies as barom-
eters of “cluster weather” [9] and as probes of high den-
sity regions [10, 11], and an investigation into the prop-
erties of AGN and starforming galaxies in different clus-
ter environments [12, 13, 14]. The latter two projects are
relatively straightforward in terms of finding and identify-
ing sources. Detection of diffuse, low surface brightness
sources however will be a challenge and is likely to re-
quire new signal processing techniques. Consequently re-
searchers from VUW are undertaking a broader program
of research in signal processing for astronomical research
to address the challenge (see [15]).

The particular interest of NZ members of the VAST
team is investigating coherent emission from active stars
and binary systems. Such observations will probe funda-
mental parameters of stellar magnetospheres such as mag-
netic field intensity and topology and electron energy dis-
tribution and provide vital information on the relation of
this emission to the physical characteristics of the host
stars.

4.1.2 Radio Telescopes in New Zealand

The have been a range of substantial low-frequency ar-
rays and small higher frequency (ν ≤ 3 GHz) dishes
in NZ over the last 50 years. In particular, there has
been a long history of polytechnics associated with small
dishes including a 10m dish at Hamilton built in 1985 by
the Waikato Institute of Technology in association with

Figure 1: Interference thresholds as a function of fre-
quency for continuum observations with several differ-
ent configurations of radio telescopes. The line for to-
tal power describes the spectral power flux density (dB(
W m−2Hz−1)) for a single dish radio telescope. Sub-
sequent lines give the threshold for harmful interference
for different configurations of interferometers going from
more compact (VLA(D)) to least compact (Merlin) config-
urations. The least stringent requirements are the present
recommendations for Very Long Baseline Interferometry
(VLBI). Taken from the International Telecommunication
Union Handbook on Radio Astronomy [19]. The outer
stations of the SKA, such as those potentially in New
Zealand, will be required to conform with VLBI levels
[20, 21].

Waikato University[16] and a 5m dish constructed in 1998
by the Central Institute of Technology in Upper Hutt [17].
(See [16] and references therein for a full discussion of
the history of small radio dishes in NZ.) The most recent
in this long line of small dishes is the AUT 12m dish at
Warkwork, located just north of Auckland [18]. Although
this dish, which has been constructed but is currently still
undergoing testing, will primarily undertake geodetic ob-
servations [18], it is hoped it will contribute to science ob-
servations of bright radio sources through the Australian
Long Baseline Array (LBA).

Additionally, there are several low-frequency arrays op-
erating in NZ for the purposes of undertaking upper atmo-
spheric or meteor detection research, which are not con-
nected to radio astronomy research.

4.1.3 Low Frequency Transient Network Development

Funding has recently been obtained to build a low fre-
quency receiver network deployed across NZ to investigate
properties of the transient radio sky. The project Transient
Radio Emission Array Detector Prototype (TREAD-P)
[22] will employ FPGA devices connected across the Kiwi
Advanced Research and Education Network (KAREN) to
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test collection and storage of very high data rates and novel
techniques for data processing using Bayesian inference
with the hope of characterizing the low frequency radio
sky. The core of the detector network will be the Dig-
ital Receiver Sensor (DRS) which is based around Field
Programmable Gate Array (FPGA) technology, which is
becoming increasingly important to radio astronomy. De-
pending on the configuration, each DRS will produce up
to 10MB of data per second and the network of 10 devices
will produce more than 8.6 Terabytes daily when running
at maximum capacity.

Major international radio telescopes like the Low Fre-
quency Array (LOFAR) [23] and ASKAP have identified
characterization of the transient radio sky as a high science
priority and proposed instruments like the Long Wave-
length Array plan to conduct science specifically on the
transient radio sky (20 - 80 MHz) in the next decade. In-
struments like the DRS will provide vital information on
the frequency of both artificial and naturally occurring ra-
dio signals which will be vital to the survey design of these
large low-frequency telescopes.

In order to achieve this goal researchers from the Auck-
land University of Technology, University of Otago, Victo-
ria University of Wellington, University of Auckland and
the University of Canterbury and industry partners have
had agreed to contribute resources. It is expected this will
provide opportunities for at least three research studentsat
partner institutions across New Zealand in 2010.

4.2 HPC Facilities

New Zealand has capability in High Performance Comput-
ing, with dedicated facilities at the University of Canter-
bury (BlueFern) and computation clusters in several uni-
versities and government research labs. Many of these fa-
cilities are coordinated via its national grid initiative BeST-
GRID led by the University of Auckland and seven other
member institutions, which operates over a 10 Gb/s na-
tional research network the Kiwi Advanced Research and
Education Network (KAREN), providing essential ser-
vices for collaboration, computation, and data manage-
ment.

NZ-based researchers are currently utilizing these tools
to develop capability in relation to the SKA. As an ex-
ample, the low frequency transient project (Section 4.1.3)
involving researchers from five institutions has been re-
cently funded to exploit this infrastructure to transport,
store and process data at high rates from a network of GPS-
synchronized low frequency antennas across NZ for radio
astronomy research.

Additionally, researchers at three of NZs universities
(Otago, Auckland and AUT) have established a collabo-
ration developing new high performance computing tech-
niques for processing radio astronomy data with a spe-
cific focus on reconfigurable computing. AUT, Otago and

VUW maintain HPC clusters and in addition AUT and
Otago have reconfigurable FPGA based systems (based
in physics and engineering respectively) while BeSTGrid
(Auckland) provides an ideal middleware platform to de-
velop techniques for distributed computations which will
be required for SKA research.

While this is a foundation, it should be noted however
that host countries for the SKA will require significant
upgrades to e-Infrastructure including a distributed high-
speed fibre optic network between the stations and the sci-
ence processing facility, mega-watt power for SKA sta-
tions and specialised hardware for the central digital signal
processing facility. Depending on how the SKA is config-
ured many of these resources may be located in NZ as part
of the international project.

5 DISCUSSION: IMMEDIATE GOALS

5.1 Station Locations

In partnering with Australia to host the SKA, New Zealand
is hoping to contribute the outer stations of the array. At
this stage this is likely to mean two stations of antennas
in NZ, though arguments for more stations could be made
in the future. In order to achieve the science goals of the
SKA even the outer stations of the array will require low
levels of radio frequency interference (RFI)[21]. Figure
1 shows the currently required levels specified for outer
stations of the SKA in the low to mid frequency bands[20].
While there have been a couple of suggested locations put
forward for SKA stations none of these meet the required
specifications.

It is probably worth noting here that the vast majority
of RFI is man-made and easiest way to achieve the radio
quite levels required for the SKA is to place the antennas
in regions of low population density. Figure 2 shows the
current population density of NZ as determined from the
2006 national census7 in addition to Telecom’s current mo-
bile phone coverage8. Regions of low population density
and no mobile coverage exist in much of the South Island
and there are some pockets in the North Island with similar
characteristics.

At present, a comprehensive and independent site selec-
tion and survey process in close collaboration with Aus-
tralia is currently being negotiated through the NZ SKA
Project Office. As with all telescope site selection pro-
cesses this will examine a range of metrics before finalis-
ing potential sites.

5.2 Research Engagement

With the signing of the arrangement with Australia and
formation of SKARD and NZSKAIC, New Zealand is now

7http://en.wikipedia.org/wiki/File:NewZealandPopulationDensity.png
8www.telecom.co.nz
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Figure 2: LHS: Population density of NZ from the 2006
Census7; RHS current mobile phone coverage for NZ8.
To reduce the levels of RFI, potential SKA stations should
ideally be located in regions of low population density
with little mobile coverage.

on a firm footing for researchers from the private and pub-
lic sector to engage in this project. As the final host nations
for the array will not be decided until the early part of 2012
it is important for NZ to maximise benefit in the project via
early engagement while simultaneously mitigating the risk
of that the project will go to Southern Africa. This means
that it is important to identify niche opportunities which
are independent of the ultimate location of the array. This
can be achieved via expanding existing links between NZ
and Australia in radio astronomy related areas via:
i) continued participation of NZ scientists in the science
and design of the SKA,
ii) building expertise in NZ through the training of gradu-
ate students in radio astronomical research - a natural com-
plement to NZ’s existing strength in optical astronomy,
and
iii) undertaking significant and ground breaking research
which will be used for further enhancement of science
with next generation radio telescopes.

The latter speaks directly to the identification and ex-
ploitation of niche research opportunities. Such niches
have clearly emerged in NZ around science-driven post-
processing via novel signal processing [15]. Work of this
nature combines NZ’s strengths in radio astronomy, sig-
nal processing, HPC & middleware. Additionally, capac-
ity building exercises and pan-NZ collaborative work [22]
which has commenced will be important to realize oppor-
tunities that will arise with hosting the telescope.

On the purely astronomical research front, in order to
maximize the science outcomes of both ASKAP and even-
tually the SKA it is crucial that knowledge from existing

instruments is examined and used to developed expertise
vital for survey design on next generation instruments and
the research teams thus far involved are well placed to
make significant contributions.
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[23] H. Röttgering, A. G. de Bruyn, R. P. Fender, J. Kui-
jpers, M. P. van Haarlem, M. Johnston-Hollitt, and
G. K. Miley, “LOFAR: a new radio telescope for low
frequency radio observations: science and project
status,” inTexas in Tuscany. XXI Symposium on Rel-
ativistic Astrophysics(R. Bandiera, R. Maiolino, &
F. Mannucci, ed.), pp. 69–76, 2003.

The 16th Electronics New Zealand Conference (ENZCon), Dunedin, New Zealand, 18-20 November, 2009

112



Automatic Detection of Supernova Remnants
using the Circle Hough Transform

Christopher Hollitt⋆, Melanie Johnston-Hollitt†
⋆School of Engineering and Computer Science

Victoria University of Wellington
PO Box 600, Wellington 6140

Email: chollitt@ieee.org
†School of Chemical and Physical Sciences

Victoria University of Wellington
PO Box 600, Wellington 6140

Email: Melanie.Johnston-Hollitt@vuw.ac.nz

Abstract: The next generation of radio telescopes currently being developed will generate
unprecedented volumes of data. A range of automatic source detection algorithms
will be required to extract interesting objects from the datasets, as the current
method of manual searching will be infeasible. In this paperwe discuss a frame-
work for the automatic detection of supernova remnants using Hough transforms.
We demonstrate the success of the technique in detecting a representative sample
of supernovæ morphologies and verify its superiority over conventional detec-
tion methods, potentially allowing for detection of heretofore unknown supernova
remnants.

Keywords: SKA, Hough Transform, Supernova Remnants

1 INTRODUCTION

When a massive star at the end of its life becomes a super-
nova, an energetic shock wave is released from its surface.
As the shock travels outward it accelerates electrons in the
interstellar medium to produce emission at radio frequen-
cies. In the simplest case the resulting emission would
be spherically symmetric as the spherical shock passes
through a homogeneous interstellar medium. However,
where the shock wave is asymmetric, or there is exiting
structure in the gas cloud surrounding the supernova, then
more complicated supernova remnants are produced. The
symmetry, expansion rate and shape of a supernova rem-
nant thus reveal important information about the super-
nova that precipitated it and about the interstellar medium
into which it is expanding including valuable details of the
density and ambient magnetic fields[1, 2].

Our galaxy contains a large number of known super-
nova remnants (SNRs); the result of supernovæ occur-
ring in roughly the last million years. The Molonglo Ob-
servatory Synthesis Telescope Supernova Remnant Cata-
logue (MSC) [3] contains a list of 75 SNRs from the 843
MHz survey of the southern Galactic plane within the area

245◦ ≤ l ≤ 355◦ in Galactic longitude and±1.5◦ of the
Galactic plane. Statistical studies of the SNR population
allows much more information to be inferred than would
be possible by examination of one SNR alone. In addi-
tion to the valuable information gleaned on the average na-
ture of the ISM surrounding supernovæ, statistical analysis
shows that there is presently a significant discrepancy be-
tween the total number of known SNRs and that expected
from stellar lifecycles [4]. Comparison with the expected
rant of supernovæ production from OB star counts, pulsar
creation rates, iron abundance and observation of super-
nova in other galaxies suggests that there should be over
1000 SNRs detectable in the Galactic plane [5, 6]. How-
ever at present only of order 250 have been found despite
and increasing number of surveys of the region[7, 4]. The
detection of the population of SNRs is therefore an impor-
tant part of radio surveys of the galactic disk.

Previous surveys of the radio sky have relied on man-
ual inspection to find SNRs [3, 8, 4]. This is error prone
and often results in objects being missed in the initial data
release [3, 7]. While this approach has been adequate (al-
though not ideal) in the past, future generations of radio
telescopes will generate such a vast stream of data that
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manual inspection will not be practical. The increased res-
olution and field of view that will become routine when
using instruments like the SKA [9, 10], forces a paradigm
shift that will require a much greater reliance on automated
data extraction techniques.

We propose a two stage method for the automatic detec-
tion of SNRs. Candidate objects will be first be selected
via a fast conventional blob detection algorithm such as
Duchamp1 or VSAD[11], before being processed with a
circle Hough transform to identify any circular features in
the data. In addition to SNRs, a variety of astronomical
objects can produce arc-like features, examples include
the so-called double radio relics [12, 13] and a sub-class
of Active Galactic Nuclei (AGN) which have their radio
jets bent back due to interactions with the medium, these
are known as Head-tailed galaxies[14, 15]. However, as
these additional arc-like radio sources are all extragalac-
tic in origin, an intimal separation based on proximity to
the Galactic plane should be sufficient as 95 per cent of
known SNRs are confined to within±5◦ of the plane [7].
Although we note, a manual classification stage might still
be required to resolve any ambiguous objects at the higher
Galactic latitudes (≤ 20◦).

An overview of this method will be presented in more
detail in section 2. Preliminary results from the use of the
Hough transform to characterise supernova remnants will
then be discussed in section 3. Section 4 will present the
discussion and conclusions.

2 METHOD

While a stereotypical SNR contains a complete circular
shell, real SNRs often display partial shells or include
significant distortions of their spherical symmetry. How-
ever, almost all SNRs include features that are circular or
arc-like. The use of the circular Hough transform (CHT)
[16, 17, 18] therefore provides one possible path for their
automatic detection, though there exist a set of pathologi-
cal SNRs that are likely not to be suitable for detection by
this approach. Use of the CHT should isolate the location
and scale of all circular features in a set of radio data to
provide a catalogue of possible SNRs that can be assessed
by an astronomer.

The family of algorithms known collectively as Hough
transforms are capable of finding and characterising geo-
metrical objects in image or image like-data [16]. While
Hough transforms have seen some use in the astronomi-
cal community [19, 20], we are not aware of any previous
application of the transform to the problem of source de-
tection.

The Circle Hough Transform is a particular variant of
the Hough transform that is tailored to the detection of cir-
cular objects. It can find partially occluded circular ob-

1www.atnf.csiro.au/people/Matthew.Whiting/Duchamp

jects and is known to be robust to the presence of noise
[21]. The CHT takes an image as its input and produces
a three dimensional array at its output, where two of the
array’s dimensions represent the set of possible locations
for the centres of circles and the third dimension spans the
set of possible circle radii. Peaks in the Hough transform
therefore correspond to circles in the input image. The ac-
tion of the transform is perhaps best envisaged as finding
the correlation of the input image with all possible circles
that could be present in the image. A peak in the corre-
lation then corresponds to a circle that is the best match
to the input data. For our application, if we calculate the
CHT of a radio image and then find the peak in the Hough
transform we will recover the radius and center of any su-
pernova remnant in the input radio map.

Sadly the CHT is a computationally intensive algorithm,
particularly when used to characterise circles with uncon-
strained radii [22]. The CHT is therefore likely to prove
too slow to directly process the vast amounts of raw data
that will be produced by the next generation of radio tele-
scopes such as the SKA.

We propose a two tier approach to the detection of su-
pernova remnants. The first stage will require the detec-
tion of regions of extended radio emission (that is emission
from any objects other than point sources). This initial
processing must be fast, but doesn’t need to be very ac-
curate. Some variety of blob-detection algorithms would
be suitable for this purpose. As a fair amount of work has
been carried out by the astronomical community on this
problem and standard algorithms such as VSAD exist[11],
we will not further discuss the details of this method, but
will instead assume the existence of an algorithm that can
provide a list of possible sites for a SNR detection. Ideally
the blob detection algorithm would additionally provide
an estimate of the scale of a possible SNR. However, ex-
isting astronomical application of blob detection are poor
at detecting broken large scale structures, so are likely to
provide a poor estimate of both the size and centre of most
SNRs.

3 RESULTS

3.1 Known Supernova Remnants

The MSC survey using the Molonglo Observatory Syn-
thesis Telescope (MOST) provides a representative set of
supernova remnants against which the new algorithm can
be tested. While the MCS survey was conducted at con-
siderably lower frequencies than will be used for SKA ob-
servations, its near complete spatial frequency coverage
provides a good SKA analogue for our purposes. Exist-
ing telescopes currently operating in the mid to low SKA
frequency band (ν ≤ 3 GHz) necessarily use a relatively
sparse sampling of spatial frequencies, which can result
in circular calibration artifacts in their output data. Such
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Figure 1: Four supernova remnants taken from the MCS
catalogue [3]. Subfigure a. is G337.3+1.0, b. is
G302.3+0.7, c. is G315.4-2.3 and d. is G317.3-0.2

artifacts would confound our SNR detection algorithm.
We have selected a subset of four representative super-

nova remnants from the MCS catalogue, as shown in Fig
1. This subset was selected to range from a near complete
ring (1a), through two partial rings (1b and 1c) to a dis-
torted example (1d). These four SNRs were intended to
provide an increasing challenge for the algorithm.

A conventional two dimensional CHT algorithm was
performed on each of the four supernova remnants. The
four input data sets were each padded to 243 pixels square.
Normally a Hough transform is preceded by an edge detec-
tion step to highlight the boundaries of objects. However,
supernova remnants are inherently shell-like, so we found
the edge-detection step to be unnecessary. Comparison of
the transformation of the raw and edge-detected data re-
sulted in differences in only a few pixels in the estimated
SNR position and radius.

Fig 2 shows a representative Hough transform of a SNR.
For clarity we have presented data from the almost com-
plete ring of G317.3-0.2 in this case. While the Hough
transform results in a full three-dimensional array this is
difficult to present graphically. The figure therefore shows
the magnitude of the Hugh transform obtained for a small
subset of the possible SNR radii. As can be seen for small
radii the intensity pattern is well distributed, indicating
that there is no strong peak for these radii and hence no
small radius circles in the image. However, in ther = 64
plane we can see a strong peak toward the centre of the
field. This indicates that the input image contains a cir-

Figure 2: Slices through the Hough transform of
G317.3-0.2. Slices are taken through several planes cor-
responding to a set of different possible SNR radii,r =
(16, 32, 48, 64, 80) pixels.

cle with radius approximately64, which is located toward
the centre of the image. For larger radii we again see the
intensity pattern is spread, so there are no larger circles
present.

The Hough transforms of the four SNRs were searched
to find their maxima. These peak in the transforms cor-
respond to the circle that is most consistent with the in-
put data in each case. Extraction of the coordinates of the
peaks therefore results in an estimate of the location and
radius of the supernova remnants.

The effectiveness of the CHT in identifying the circular
structures in the four supernova remnants can be seen in
Fig 3. In all four cases the best fitting circles returned by
the algorithm are in good agreement with the radio data.

3.2 Robustness to Noise

To explore the robustness of the CHT to noise when target-
ing supernova remnants we contaminated the supernova
remnants in Fig 1 with increasing amounts of Gaussian
noise and processed the resulting images until the SNRs
could no longer reliably be detected. As an example of
this procedure Fig 4 shows the SNR in 1c contaminated
with additional noise until the Hough transform detector
was 50% reliable. For this object the magnitude of the
noise has been increased by a factor of 10 from that in the
original image. As shown in the figure, the estimated lo-
cation of the SNR in the contaminated image is slightly
different to that in the uncontaminated image. However,
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Figure 3: Results of running the four supernova remnants
in Fig 1 through the Hough transform code. The overlaid
circles are those that best correlate with each supernova
remnant.

as we are more interested in detecting SNRs rather than
characterising them, this is not perceived as a significant
problem.

Experimentation with different sources showed that the
Hough transform technique was able to identify a SNR
in the presence of noise roughly twice that of a trained
human.

4 CONCLUSIONS AND FURTHER WORK

One of the current problems in understanding the so-called
“Galactic Ecology” is the discrepancy between the ex-
pected and detected rate of supernovæ. At present it is be-
lieved we are missing close to 75 per cent of SNRs and in
particular those that fall into two important classes; those
which are young and distant and those which are old and
nearby [7, 4]. In the former case the issue is simply a
lack of resolution in current surveys of the Galactic plane
leading to such small angular sized, bright sources to be
misclassified as point sources. This issue will be read-
ily addressed and resolved by the next generation of radio
telescopes such as the SKA. In the latter case however, the
SNRs will be both faint and large and if the present “eye-
balling” techniques continue to be used they are likely to
remain elusive.

We have presented a framework for the automatic detec-
tion of supernova remnants and other arc-like structures
in radio astronomical data. The framework uses a two

Figure 4: The input and results when the noise level in
the supernova remnant from Fig 1c is increased until the
Hough transform method is 50% reliable. The solid line
indicates the location of the SNR as estimated by the
Hough transform and the dashed circle indicates the loca-
tion of the SNR as predicted in the absence of additional
noise.

stage process, where a fast source location algorithm is
first used to locate sources of extended radio emission. A
Circle Hough Transform technique is then used to anal-
yse the candidate objects to characterise the locations and
parameters of any arc or circle-like features in the radio
emission.

We have showed that the Hough transform is effective
at extracting objects from an existing survey of the galac-
tic plane. As this survey shares many features with the
expected telescopes of the future we have confidence that
the method should prove a viable option for future devel-
opment.

The robustness of the method can be improved by the
development of a more effective method for searching the
Hough transform for peaks. Simply finding the maximum
value as we have done here is unlikely to be the optimal
technique. In future the method will therefore be aug-
mented with a more sophisticated algorithm for this part
of the technique.

The method described in this paper will then be used for
a blind analysis of the entire dataset generated in the Mo-
longlo Galactic Plane Survey of which there are two parts
being the first and second epoch surveys, MGPS & MGPS-
2 [23, 24]. A catalogue of known supernova remnants
has been manually compiled from that survey, allowing
ready comparison with the results of the automatic detec-
tion. This will importantly allow assessment of the tech-
nique’s false positive and false-negative error rates. This
comparison also admits the possibility of the detection of
as-yet undiscovered supernova remnants and in particular
those in the class of being old and faint which have been
predicted via several independent indicators but remain, as
yet, undetected.
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Abstract: We give four examples that examine the features, and foibles, of performing
imaging by direct inversion, optimizing an objective function, and model-based
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1. INTRODUCTION

Millman and Grabel noted in their 1987 textbook
[1], that the diverse activities encompassed by the
term ‘electronics’ share the common property of
processing information. In fact, a definition of
modern electronics could be ‘the processing of in-
formation represented as electrical signals’.

A central part of information processing is the
analysis of measurements. We often interpret
measurements in terms of physical models as a
means of probing the world around us. The ques-
tion we address in this paper is: what frame-
work should guide us in doing that analysis? We
present four examples that display the features,
and foibles, of three common frameworks. We use
the term ‘imaging’ to refer to data analysis be-
cause the primary unknown in our work is usually
a spatially-varying quantity that is usefully dis-
played as an image.

The three frameworks we compare in this paper
are direct inversion, optimizing an objective func-

tion, and model-based inference. The tools used
in ‘signal processing’ largely come from the first
two of these, and have become essential knowl-
edge in electrical and electronic engineering. The
third framework is now seen as the ‘gold standard’
in imaging, and we are starting to see the first
measurement equipment built around inferential
methods.

It might come as a surprise to practitioners in elec-
tronics that statisticians have played a key role in
developing these frameworks, and are largely re-
sponsible for the framework of signal processing as
practised in electrical engineering. For example, it
was the statistician John Tukey who brought us

the Cooley-Tukey FFT algorithm, and also the
word ‘bit’.

The connection between imaging, and statistics
arises because every measurement is corrupted to
some degree by noise. Hence any measurement
process is naturally described using probability,
and the task of estimating the unknown true im-
age is naturally one of statistical inference. In fact
the discipline of statistics has its origins in such
problems, with Laplace’s work in astronomy, and
the later work by Jeffreys in geophysics [2].

2. INVERSION

2.1 Example 1: Image deblurring

Figure 1 shows a test image, with 200×200
8-bit gray scale pixels, and the result af-

Figure 1: A gray scale test image (left) and a
blurred version (right).

ter blurring using the Matlab command
blurred = conv2(test,ones(5,5)/25,’same’);

Most students of electronics will have taken some
courses in mathematics, and so have been exposed
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to the idea of inversion of a function. This is by
far the most often suggested framework for imag-
ing by those who have little or no experience in
practical data analysis. In this section we look at
using direct inversion to perform deblurring, and
see why it will (always) fail for practical problems.

In this case the blurring, or forward map, is given
by a convolution, so the image f and data d are
related by

d = f ∗ h

when h is the ‘point spread function’. A standard
result is then that the Fourier transforms F , D,
and H of f , d, and h, respectively, are related
simply by

D = F ×H, or F = D/H.

In Matlab this deblurring by Fourier division looks
like f = real(ifft2(D./H)); and the result is
shown in the left-hand panel of Figure 2. As you
can see, the result is not good.

Figure 2: Left: image evaluated by direct inver-
sion. Right: image evaluated by Tikhonov regu-
larized least-squares inversion, using λ = 0.14.

2.2 What went wrong with the inverse?

In this case the forward map is invertible, so the
route of direct inversion should work. The magni-
tude of the components of H (which are also the
singular values of the forward map) are plotted
in Figure 3, and though some singular values are
small, none are actually zero or even near machine
precision. We can’t blame the failure of direct in-
version on noise in the data since we added no
noise (apart from round-off error) to the blurred
image, so everything should work, right? Well, no.
The problem is that the forward map is not ex-

actly a convolution, because we trimmed the data
to have the same size as the image. More than
5 pixels from the edge of the picture the forward
map is exactly a convolution, but it is not quite
for a band near the edges. That small model error

is enough to make direct inversion near useless,
with the effect that mis-modelling at the edges
propagates catastrophically through the image.
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Figure 3: The singular values of the forward map,
sorted in descending order.

When the data does contain noise, direct inversion
will also fail because the small singular values en-
sure that the reconstructed image is dominated by
noise.

3. OPTIMIZATION OF AN

OBJECTIVE FUNCTION

A common route around the problems of direct
inversion is to apply a regular approximation to
the inverse of the forward map A. The usual way
to do that is to minimize an objective function
such as

Q(f) = ‖Af − d‖2 + λ2 ‖f‖2

that balances the data misfit ‖Af − d‖2 against
a measure of image quality – in this case the
Tikhonov regularizing functional ‖f‖2. The bal-
ance is controlled by the regularizing parameter
λ. When λ = 0 we get usual least-squares fitting
to data, which reduces to direct inversion when A
is invertible. More generally the minimum is the
solution of the generalized deconvolution equation

(

ATA+ λI
)

f = ATd.

In signal processing this linear equation is known
as the Wiener filter.

The usefulness of this approach can be seen in the
right panel of Figure 2 that shows the deblurred
image evaluated with λ = 0.14, using the Matlab
F = D.*conj(H)./(abs(H).^2+lambda.^2);

f = real(ifft2(F));

3.1 Stochastic bias in regularized inverses

For non-linear problems, least-squares estimates
and regularized estimates suffer from stochastic

bias, i.e. a systematic offset in estimated values
resulting from errors on measurements. Stochas-
tic bias may be displayed in a simple form, as fol-
lows: If x is a (scalar) random variable from any
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distribution with mean E (x) = µ and variance
σ2, then E

(

x2
)

= µ2 + σ2. That is, in the pres-
ence of noise on variable x, the mean of the square
equals the square of the mean plus the variance of

the noise. The bigger the noise, the bigger the
offset. Stochastic bias is a very real effect that,
for example, is one of the mechanisms that allows
profit to be made in volatile markets, whether in-
creasing or decreasing [3]. The following example
shows that stochastic bias occurs in (regularized)
least-squares estimation.

3.2 Example 2: Estimating heat capacity from

impulsive heating

Consider the problem of determining the heat ca-
pacity c in a 3-dimensional homogeneous medium
of large extent for which the thermal conductiv-
ity k is known. We consider the stylized problem
where the medium is subject to unit impulsive
heating at r = 0 and time t = 0, and the tem-
perature at the point of heating is subsequently
measured. For this problem the forward map is
available analytically, with the noise-free temper-
ature at time t

T (t) =
c1/2

(4πkt)
3/2

. (1)

If measurement di is made at time t = its, i =
1, 2, . . .K, and is subject to additive noise with
zero mean and variance σ2

n, then the least-squares
estimate of c is

ĉ = argmin
c

K
∑

i=1

(

di − b
√
c

i3/2

)

where b = (4πkts)
−3/2. The normal equations are

solvable in this case, and give

ĉ =

[

∑K
i=1 di/i

3/2

b
∑K

i=1 1/i3

]2

= w2.

The term in the square brackets, denoted w, is
the sum of many random variables and hence w
is a random variable with mean

√
c and variance

σ2
n/

(

b2
∑K

i=1 1/i3
)

→ σ2
n/

(

b2ζ (3)
)

as K → ∞.

Here ζ (3) ≈ 1. 202 1 is the Riemann zeta function
evaluated at 3. Using the result quoted above,
for a large (infinite) number of measurements,
the least-squares estimate of c has expected value
ĉ = c + σ2

n/
(

1.2021× b2
)

. That is, in the pres-
ence of measurement error the least squares esti-
mate is systematically biased, for all K. Note that
reducing the measurement error gives less bias.
However, increasing the number of measurements
makes the estimate worse (not better as is often
claimed) by increasing bias.

In this case the bias may be easily removed (by
subtracting σ2

n/
(

1.2021× b2
)

) since we were able
to calculate the bias analytically. The result is
a better estimator, having the same variance but
lower bias, and is explicitly not the least-squares
estimator. Unfortunately the obvious conclusion,
that best-fit to data is not the same as best-fit
to parameters, is not commonly observed in the
imaging literature. In most imaging problems we
are not able to determine the bias analytically,
making the least squares estimate both biased and
difficult to fix. The application of regularization
actually compounds this problem. For example,
for this stylised example the Tikhonov-regularised
estimate may be calculated analytically, and has
bias that is dependent on the unknown value of c,
leaving an implicit problem to remove bias.

It is instructive to note that the quantity w is an
unbiased estimator for

√
c, since the data is a lin-

ear function of
√
c. Hence the least squares esti-

mate of
√
c makes a good estimate, but its square

is not a good estimate of c. This apparently para-
doxical behaviour is an example of how the al-
gebra of (random) variables with uncertainty is
quite different to the algebra of deterministic vari-
ables (see e.g. [4]). For this reason it is necessary
to track the distribution of possible values that
a variable can take, not just the single ‘best’ esti-
mate. Maintaining and summarizing distributions
over variables is the basis of Bayesian inference.

Anticipating section 4., we briefly describe how a
Bayesian approach could solve this example. The
likelihood function combines the forward map in
equation 1 and the distribution over measurement
noise. As is typical in inverse problems, the range
of the forward map is a small fraction of data
space, and so the noise statistics may be deter-
mined from the measurements. In this case, at
large times when T (t) ≈ 0 the data solely con-
sists of measurements of the noise. Hence the
noise distribution can be determined. The form
of the likelihood function depends on the noise
statistics, and in this way the Bayesian approach
can deal with any noise distribution. For this sim-
ple single parameter estimation problem, an ‘ob-
jective Bayesian’ analysis is feasible, by choosing
the Jeffreys type [2] prior distribution that is in-
variant to choice of units for heat capacity, giving
πp (c) ∝ c−1/2. This is an ‘improper’ prior dis-
tribution and would require modification if only
a few measurements were available, though then
the data so poorly constrains c that no approach
would give good results. When the data is ade-
quate, the posterior mean gives a suitable point
estimate for c. In the ideal case where the noise
is independent identically distributed (iid) zero-
mean Gaussian, and measurements are very ac-
curate, there is little to choose between the least
squares estimate and the posterior mean, except in
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computational cost. In most other circumstances
the posterior mean does a much better job of es-
timating the unknown true heat capacity.

3.3 Example 3: Uncertainty in estimates with

uniform noise: a counter example to estima-

tors

The ability to calculate data-dependent or poste-
rior variance is a distinct advantage of a Bayesian
approach to inverse problems. In contrast, meth-
ods such as least squares are justified on the basis
of the variance of the estimator, i.e. the average
variance over all possible measurements. Yet, in
many practical inverse problems the variance of
the estimator has nothing to do with the uncer-
tainty in parameters estimated from the data set
at hand. This example demonstrates that issue in
a very simple setting, where the forward map is
the identity function with uniform measurement
errors.

Consider the simple case where a scalar quantity
µ is measured directly, subject to uniform noise,
with mean zero and width 2. Then the ith mea-
surement is

di = µ + ni

where each ni ∼ U (−1, 1), i.e. is uniformly dis-
tributed over the interval [−1, 1]. Since µ − 1 ≤
di ≤ µ+ 1 for all i, it follows that max {di} − 1 ≤
µ ≤ min {di} + 1. In fact these bounds are ex-
actly what the data tell us about µ. We note that
the likelihood function precisely expresses these
bounds, and so they are automatically included
in a Bayesian analysis.

The least squares estimate of µ from K measure-
ments is easily seen to be

µ̂ls =
1

K

K
∑

i=1

di.

It is instructive to note that this estimate can lie
outside the interval [max {di} − 1,min {di}+ 1],
in which case it is not even consistent with the
measured data. For K = 10, this happens a lit-
tle more that 30% of the time, so in 1 out ev-
ery 3 experiments the least squares estimate is
not even a possible value. More troublesome,
in practice, is that the error often quoted for
the least-squares estimate has little to do with
the actual uncertainty in the value of µ as de-
termined by the data. From the considerations
above, we see that µ ∈ 1

2 (max {di}+ min {di})±
1
2 (2 + min {di} −max {di}) so the uncertainty is
(certainly) 1 + 1

2 (min {di} −max {di}). The
mean-square-error for the least squares estima-
tor of 1/

√
3K is often quoted as the error in

the least-squares estimate. Note that it is inde-
pendent of the data. Three simulations for the

case µ = 0 and K = 2, returned the values
(d1, d2) = (−0.7477, 0.6688), (−0.6112,−0.6136),
and (0.6278,−0.0376) giving estimates with pos-
terior error ±0.2918, ±0.9988, and ±0.6673. This
is sometimes larger, and sometimes smaller than
the least-squares error of ±0.4082.

Posterior error estimates are particularly informa-
tive when recovering spatially-varying parameters
such as the conductivity of an inhomogeneous ma-
terial. It is clear on physical grounds that the spa-
tial dependence of uncertainty in a reconstruction
must be data dependent. For example, when a re-
gion of low conductivity is surrounded by a region
of high conductivity, the outer region shields the
inner region from external sources. Hence the con-
ductivity of the inner region cannot be accurately
determined from measurements based on external
sources. However, if the whole medium has sim-
ilar conductivity, then energy can flow through
all regions, resulting in more accurate estimation.
Since the data reflects the distribution of conduc-
tivity, the spatially-varying error must be depen-
dent on the data. As mentioned above, the mean
square error of the least-squares estimate, or of
any other fixed estimator, gives no clue to this
effect.

4. BAYESIAN INFERENCE

4.1 Example 4: Aquifer Parameters from Pump

Test Data

In this example, we consider the analysis of ‘pump
test’ data used to determine the groundwater
availability at a site, and to predict the effects
of drawing water from a bore at that site. A
pump test consists of pumping groundwater from
a borehole and monitoring the groundwater level,
or drawdown, at a second borehole at some dis-
tance. Estimation of aquifer parameters from
pump test data is traditionally based on a graph-
ical approach: pump test data is plotted and pa-
rameters from a hydraulic model are varied to
achieve a ‘best’ fit to the data. With the advent
of the personal computer this process is commonly
automated using a least-squares fit.

In practice pump test data is corrupted by noise
which means that even under ideal conditions two
pump tests from the same site will result in the dif-
ferent drawdown traces, and hence different least
square parameter estimates. In this example we
concentrate on measurement error, in contrast to
the model error that dominated in the Example
1. We assume then that we observe noise per-
turbed measurements d of the ‘true’ drawdown s
in a monitoring bore:

d = s+ noise. (2)
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Figure 5: T-walk sampling for the Theis model, after burn-in. Left: output traces of transmissivity T
(top) and storage S (bottom). Right: posterior histograms for transmissivity T (top) and storage S
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Figure 4: Synthetic pump test data for the Theis
model

For simplicity we take the noise to be iid Gaussian
distributed with mean 0 and standard deviation σ.

We simulated data using the classical Theis hy-
draulic model [5], parametrized by transmissivity
and storage parameters. Let s = s(r, t) be draw-
down at a distance r from the pumping well at
time t. Then s solves the Theis equation

S
∂s

∂t
= T∇2s+Qδ(x)δ(y),

where∇2 is the Laplacian, S is storage, T is trans-
missivity, Q is a constant pumping rate and δ(·)

is the Dirac δ-function. The Theis model has the
analytic solution

s(r, t)|(T, S) = − Q

4πT
Ei

(

−Sr
2

4T t

)

(3)

where Ei(·) is the exponential integral. The no-
tation s(r, t)|(T, S) is read ‘s of r and t given T
and S’ and indicates that the true drawdown is
parametrized by transmissivity and storage pa-
rameters.

Equation 3 defines the forward map from the
parameters (T, S) to noise-free measurements
of drawdown. We assume that measurements
are made at times t1, t2, . . . , tN that we denote
d1, d2, . . . , dN . Under the assumption of Gaussian
noise, above, the probability density over measure-
ments has the form

π ({di} |T, S) =

1

(2πσ2)
exp

{

−
∑N

i=1 (di − s(r, ti)|(T, S))
2

2σ2

}

(4)

For a numerical example we suppose that we
measure noise perturbed measurements of draw-
down in an observation well 50 m from a well
pumped over three days with a pump rate of
Q = 1, 000 m3/day. The true transmissivity is
T = 1, 000m2/ day and storage is S = 1 × 10−4.
Figure 4 shows one set of measurements simulated
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by evaluating the forward map and then adding
zero mean Gaussian noise with a standard devia-
tion of 0.005 m.

The posterior distribution over unknown parame-
ters is easily explored using Markov chain Monte
Carlo (MCMC) algorithms [6]. Even as recently
as five years ago, implementing an MCMC for
any problem, including this simple two parame-
ter case, would require learning how to write an
MCMC algorithm, and then tuning the proposal
densities to give reasonable performance. Fortu-
nately now there are a few black-box sampling al-
gorithms available where the user simple provides
the (log) target density and the black-box does the
rest. Here we use the t-walk [7], which is not the
fastest algorithm in terms of computation, but is
easily the fastest in terms of time between form-
ing the posterior distribution and having results
that solve the problem. Figure 5 shows output
traces from the t-walk sampling, and posterior his-
tograms for T and S.

More importantly than finding ‘best’ estimates for
the unknown parameters, the sampler output can
be used to determine joint distribution over pa-
rameters that is implied by the data and model.
Figure 6 shows a scatter plot of the joint distribu-
tion over S and T , showing that the data asserts
a negative correlation.

The purpose of performing pump tests is, ulti-
mately, to predict the effect on the water table
of drawing water from the borehole. Since the
data and model define a (posterior) distribution
over parameters, accordingly the data implies a
distribution over possible drawdowns. Figure 7
shows the drawdown prediction in the monitoring
well after 50 days of pumping. The variability of
prediction could be quantified in terms of a mean
and standard deviation. This will give the actual
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Figure 7: Histogram over drawdown predictions
in the monitoring well after 50 days of pumping

degree of certainty in drawdown. In contrast, the
drawdown predicted by the least-squares estimate,
as noted earlier, will exhibit a stochastic bias with
no indication of accuracy.

5. CONCLUSION

The frameworks compared for imaging of direct

inversion, optimizing an objective function, and
model-based inference each have advantages and
drawbacks. At present the gold standard are the
Bayesian inferential methods. These methods are
now straightforward to apply, but remain costly
in terms of computer time.
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������	���Team water sports such as Rowing, Kayaking, Canoeing and Waka Ama (Polynesian outrigger 
canoe) require crew to paddle, or row, in complete synchronicity with one another. In long distance training 
and racing, fatigue may cause crew members to paddle asynchronously which limits boat speed 
dramatically. 
 
This report details the design, construction and testing of a handheld waterproof data logging device for use 
onboard Waka Ama. Designed to provide important training/racing information, the device logs and 
displays data from two sensors, a GPS and a triaxial capacitive accelerometer. The data of interest include 
time, date, ground speed, bearing, velocity, roll, pitch and cadence (strokes per minute). Data are logged as 
comma separated values in a Windows compatible format and may be overlaid onto Google Earth without 
any additional processing steps. The device also features an LCD Screen, USB programmability, USB 
charging, and a menu system for calibrating the device and saving settings for future use. 
 

���������	�����

 
Waka are Polynesian watercraft, usually canoes 
which are human6powered (through paddles). 
Waka Ama is a variant of the Waka in which an 
outrigger is attached to increase the stability of the 
(typically) unstable main hull, transforming the 
boat into an outrigger canoe. Traditionally, Maori 
Waka Ama were made from wood, today however, 
they are generally manufactured of composites 
such as  fibreglass, or in some racing boats, carbon 
fibre [1]. 
 
Waka Ama come in various sizes and can be 
paddled by just a single person, or up to 12. Larger 
crews do occur for festival events where the large 
ornately carved, traditional wooden waka are 
employed, however the purpose of this project is to 
investigate the racing variants of these craft. In the 
sprint race events, variants of the wakas include 
one person, two person and six person craft which 
can compete in 500 m, 1000 m or 1500 m events. 
In 1000 m and 1500 m events the boats must 
complete a 180 degree turn every 250 m. 
Endurance races include the same number of crew 
members but distances typically range from 20 km 
to 30 km. Typical speeds of a 6 person crew will 
range from 12 km\h for a novice team to around 
14.5 km\h for an experienced crew. To reduce 
fatigue, paddlers will typically change sides every 
12 to 20 strokes.  This can be a dangerous time for 
waka, since if a paddler fails to change when his 
team6mates do, tipping can occur.. Unlike rowing 
there is no coxswain onboard Waka Ama so if 
paddlers tire and begin to paddle out of time with 
one another, it is up to the paddlers themselves to 
correct their mistakes. Asynchronous paddling 

seriously limits speed.  Indeed this ability to 
paddle in perfect time is more important than 
having large/powerful paddlers on the craft.  
Paddlers can sometimes feel the thrust occurring 
out of sync, but lack knowledge of who is out of 
time, and by what margin.  Having a real6time 
diagnostic on6board the craft would be a valuable 
training aid. 
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The goal of this project is to design a device 
capable of logging performance data for the Waka 
Ama.  Such data would be useful for both 
displaying in real6time and in post6training 
analysis. These data include: water speed (not yet 
implemented), ground speed, position, bearing, tilt 
from side to side (x axis), cadence (strokes per 
minute) and paddler synchronisation information. 
Accuracy of the paddler synchronisation is critical, 
the sensor used to measure this must be able to 
detect asynchronous paddling reliably to inform 
paddlers. Accuracy of ground speed, position and 
bearing will be limited to the accuracy of the GPS 
module used in the project (which is limited to +/6 
10 m in all locations due to ionisphereic effects, 
and errors in the receiver's almanac). This error is 
not critical and can be tolerated in the project. The 
future implementation of a water speed sensor 
would provide valuable additional training data. 
 
The datalogger developed in this project needs to 
have an operational time suitable for use in 
endurance training. The battery life of the device 
must be able to reliably accommodate operation 
for four or more hours. Batteries degrade over time 
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also so the system should facilitate easy battery 
replacement and this is taken into account when 
choosing and positioning the battery unit. 

 
As this device is targeted toward water sport, it 
must be waterproof, and ideally, be able to float. 
This is a very important aspect of the project as it 
will govern the size of the device as it must fit into 
existing, available waterproof cases. 
Manufacturing a specifically designed case for this 
project would be restrictively expensive. 
 
Finally, the device must have the ability to be 
expanded with further features at a later date. 
Expansions may include additional sensors or 
software updates. As sensors such as 
accelerometers and GPS modules become cheaper 
and more accurate it may be advantageous to swap 
them and so the board designed must enable a 
future developer access to these components. The 
ability to update the onboard software means the 
device must be easily reprogrammable. 
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The SpeedCoach is a widely used, portable, 
waterproof device which uses an external impellor 
to detect water speed and cadence. This device is 
targeted toward rowers and kayakers, however 
there is no reason why it would not work for Waka 
Ama. SpeedCoach includes basic logging of 
cadence data but does not include a GPS. It is not 
possible for this device to inform the user if 
paddlers (or rowers) are in or out of time. 
SpeedCoach retails for around $280 NZD. 
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The iPhone 3G contains both a GPS module and 
accelerometers which through a large number of 
the 75,000+ apps now available may be logged to 
the iPhone. The iPhone GPS also includes another 
improvement, the ability to increase its accuracy 
based on Cell Phone station triangulation, and 
triangulation of WiFi hotspots. There have been a 
large number of data logging applications written 
for the iPhone, however one in particular is 
applicable to this application, Speedcoach Mobile. 
Speedcoach Mobile is based largely upon the 
operation of the SpeedCoach device (above), 
however it uses the iPhone's accelerometers to 
detect Strokes/Minute and also logs GPS data 
which can be overlaid onto Google Maps. This 
application would be the closest rival to the device 
being developed, however the extremely high price 
point would make it unattractive to many 
consumers. This software is not capable of telling 
the user if paddlers/rowers are in, or out of time. It 
also does not include the ability to measure water 

speed, so all speed and distance measurements are 
taken from the GPS which provides ground speed. 
Also, being on the iPhone platform, it is not easy 
to include new, or to change existing sensors. Any 
software developed for the iPhone would be 
largely confined to the hardware already 
embedded in the device. Lastly, battery life 
estimates provided by the Speedcoach mobile 
developers suggest that iPhone battery life will 
only support around 3 to 4 hours of continuous 
operation – only margninally within the required 
endurance specifications. 
 
SpeedCoach Mobile software sells for $84.99 
NZD.   The software requires an iPhone 3G which 
is $1179.00 NZD, and a waterproof, floating 
iPhone Case which can range from $506$80 NZD. 
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The system developed includes the following key 
components: 
 

$���� %�	��	���������&%�'(�

The AT89C51AC3 ('AC3) contains nearly 
everything required for this project. It provides 
adequate Flash Memory for programming (64 
Kbytes) and has an onboard 106bit ADC which 
enables theoretical resolution of 3.2 mV. It is able 
to be powered by a supply of between 3 V and 5 V 
which suits the logic levels of the other devices, 
and is readily provided by Lithium Ion (LiPoly) 
batteries. It also contains all of the necessary 
interfaces in order to be able to communicate with 
the other devices in the circuit.  The MCU’s only 
shortcoming in relation to this project is its single 
UART (devices such as the AT89C51RE2 contain 
two) which means that the µDrive, GPS and 
RS2326Programming will need to be multiplexed 
to ensure cross6talk does not occur. 
 

$���� �		�����)�����

There are four main points to consider when 
selecting an accelerometer device [2]: 
1. Analogue vs Digital: Analogue accelerometers 
output a continuous voltage that is proportional to 
acceleration. Digital accelerometers (usually) use 
pulse width modulation (PWM) for their output 
where the duty cycle reflects the acceleration 
detected. As the 'AC3 microcontroller contains 
analogue inputs, an analogue interface is preferred 
as it is simpler to implement in code.  
2. Number of Axes: This project requires two, one 
facing in the direction of motion (to measure the 
applied force) the other facing across the surface 
of the water (to detect the tilt). It is unlikely that 
vertical motion information will be useful. 
3. Maximum Swing: This determines the range of 
the accelerometer (for example: +/6 3 g). It is 
generally recommended that for measuring tilts 
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under Earth's Gravity, anything above +/61.1 g is 
more than enough. However, it is not the 
maximum acceleration that is of interest, but small 
changes that occur when acceleration is applied. 
4. Sensitivity: Sensitivity is of significant 
importance as the device will need to detect tiny 
differences in acceleration, initially estimated to be 
around 0.01 g. 
 
For the reasons outlined above, the ADXL330 (+/6
3g) Capacitive Acceleration Sensor (CAS) was 
purchased. This device provides analogue 3 axis 

measurements, consumes 200 µA at 2.0 V 

(important due to battery life) and provides 
onboard temperature compensation. Sensitivity is 
relative to the supply voltage, for instance at VDD = 
3.3 V, output sensitivity is typically 330 mV/g. As 
the theoretical resolution of the 'AC3 ADC is 
around 3.2 mV, the theoretical resolution of the 
accelerometer is ~0.01 g [3]. Only two of the three 
axes are required for this project, however the 
third, y, is setup to measure the tilt along the length 
of the vessel. 
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GPS modules handle their own satellite 
connections and can be setup to output the data 
required at an appropriate interval [4]. A common 
protocol for GPS ASCII sentences is that of 
�ational Marine Electronics Association 0183 
(NMEA) [5]. Various NMEA sentences, each of 
which contain different information, can be output 
from most GPS modules to the host device, usually 
via some form of serial communication [6]. 
For this project, the GPS Module chosen needs to 
have the following four properties. Firstly, 
interfacing needs to be done serially via either 
UART or SPI, as these are the methods of serial 
data communication available on the selected 
MCU. Secondly, access to the NMEA 
Recommended Minimum Sentence (RMC), is 
required as this provides all of the GPS data 
required for the project (RMC provides the 
following data: UTC Time, Latitude, Longitude, 
Ground Speed, Bearing and Date). Thirdly, the 
ability to query the GPS for data rather than at a 
set interval. This would help considerably when 
additional features are added to the project which 
makes reacquisition considerably slower. Finally, 
the device needs to be powered by 365 V. The EM6
408 GPS Module was chosen for its relatively low 
price and because it met all of the above 
requirements. 
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To interface with a memory card and program data 
into FAT16 formatting, a large library of functions 
would be required which would take a large 
amount of programming space. Also, the device 

would need to handle this processing itself which 
may take some time and limit the ability to take 

10 Hz accelerometer readings. Instead the µDrive6

uSD6G1 was selected to handle the intensive 
FAT16 formatting required for a Windows 

readable memory card. The µDrive is an 

embedded DOS micro6drive module which 
features a UART interface for communication. It 
contains everything necessary to begin reading and 
writing data to a micro6SD card in FAT16 
formatting. 
 

$�,� �-���!	����

Ideally, a high resolution colour touch screen 
would have been implemented into the system, 
however time constraints dictated that something 
much simpler be used. A simple, backlit, 20×4 
character HD44780 compliant LCD screen was 
incorporated. The screen chosen is the EA6
DIP20464, chosen for its availability, applicability 
and ability to be viewed in direct sunlight. 
 

$�.� �'��������+�	��

The attitude behind this device is that very little 
human input is required for operation. Therefore, 
the user interface developed is  simple, but enables 
the ability for expansion in the future. Two push6
buttons were implemented, one which is used as a 
‘select’ button, and the other as a ‘down’ button. 
This enables a user to navigate through, and 
change settings within a simple menu system. 
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The operational voltage of all components except 

the LCD controller is 3.3 V, the controller requires 

5 V. Due to the ready availability of 3.7 V LiPoly 

batteries and charging IC's (MAX1555), a 3.7 V 

1100 mAh battery was used for this project. This 

size was chosen as power consumption estimates 

(based on datasheets) found the circuit would draw 

just under 100 mA when fully operational. This 

battery, in theory should provide 11 hours of 

power, easily adequate for common 364 hour 

training sessions.  

$�4� ������))������1��

To permit improvements and future upgrades on 

this device the ability to program the 

microcontroller had to be included. This is easily 

accomplished via a USB interface and  so a 

FT232RL chip was chosen as the UART�USB 

Interface. This device converts the USB 

differential measurements to the standard 

Universal Asynchronous Receiver Transmitter on 

the 'AC3 microcontroller.�
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Figure 16 Battery charging (3.7V) circuit via USB (5V) and MAX1555, and regulated supply voltages. 
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The Otterbox 1601 Case with Magnet Base 
provided internal dimensions capable of fitting the 
components required for the device and the board 
was then produced to match the interior 
specifications of this case. The magnet base 
provides a mounting mechanism to any large 
metallic surface, this could easily be mounted in a 
Waka Ama canoe. 

�
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Due to space limitations, only the schematics for 
the power supply (Figure 1) could be included. 
The operational diagram (Figure 2) provides an 
overview of the device connections. 

�
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This section covers the battery, the charging circuit 
and the regulators that provide the required 3.3 V 

and 5 V voltage levels. The schematic for this 
circuit is provided in Figure 1. 
 
Firstly, the 5 V line available via USB is used as 
the input voltage to the circuit. This has been 
implemented because it is assumed that users will 
want to reprogram the device, and also charge the 
batteries at the same time. The USB line, therefore 
provides both charging and programming 
accessibility via D6/D+ (connections from D6/D+ 
to FT232RL are not shown in this diagram to 
avoid cluttering). 
 
The 5 V USB is then run into the MAX1555 chip 
which controls charging of the battery. The 
MAX1555 IC can accept input voltages up to 7 V, 
it then drops these down to 3.7 V which it uses to 
charge the battery (BAT in Figure 1). The 
MAX1555 also displays the charging status via the 
CHG/USB LED. If the light is on, the battery if 
charging. If it is off, either the battery is charged, 
or there is no battery connected. The MAX1555 
also lowers charge currents as the battery becomes 
full to prevent overcharging.  

  

 
Figure 2 6 Operational diagram of the WaterLogged device 
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The power switch (PWR_SW in Figure 1) 
provides the battery power to two separate 
regulators, a 3.3 V regulator and a 5 V DC6DC 
Step Up converter.  The 3.3 V regulator chosen is 
the TPS73633 low6dropout regulator. This 
component was used because it can accept input 
voltages as low as 3.4 V (LiPoly output voltages 
can drop as they discharge). The 5 V DC6DC 
converter chosen is built on a breakout board. It 
uses the NCP1400 DC6DC converter along with 
several other components. The breakout board was 
used as it had been purchased for an earlier 
projects and it was more economical to continue to 
use it. This DC6DC converter accepts an input of 
between 1 and 4 volts and outputs a regulated 5 V 
line capable of driving up to 100 mA (five times 
that needed by the LCD screen driver) 
 

,��� �%���8"������������	����
As expected, the MCU interfaces with all of the 
connected devices. Because the MCU is 
communicating with two UART devices the two 
devices are time multiplexed. Port 1 on the 'AC3 
provides the ADC ports and is therefore connected 
directly to the 3 axes output of the accelerometer. 
The LCD Screen requires a total of 11 ports, (8 
data and 3 control), 3.3 V and 5 V as well as an 
external potentiometer to adjust the screen 
contrast. A standard N channel MOSFET has also 
been included so that the micro can turn on/off the 
backlight to lower power consumption and 
increase battery life. 
 

,��� ��)"����������	��

 
The initial design of the device was laid out on 
several breadboards to ensure that various aspects 
would be compatible, and to write and debug 
software. The device was then ported to a purpose 
built PCB board designed to meet the size 
restrictions of the waterproof casing (Figure 3). 
 

.��!�+�0����
 
A large portion of this project was to develop 
software which works reliably with the MCU and 
external components. 

 
In order to achieve the process outlined above, 
software was written to handle every aspect of the 
device’s operation. First, all initialisations are 
performed, these are required to setup each of the 
components correctly. This also includes reading a 
settings file to reload the settings from the previous 
use. The system then goes into a loop in which it: 
1. Queries the GPS for a data sentence 
2. Splits up the sentence into segments and creates 
pointers to each of the 9 pieces of data 

 

 
Figure 3 6 The completed device inside the water proof 

case (Otterbox) 

3. Applies all corrections to date and time (NZ is 
UTC+12). 
4. Samples all three accelerometer axes at 10 Hz 
for the duration corresponding to the stroke rate of 
the boat 
5. Detects Strokes; the device detects strokes by 
checking if 5 of the last 6 z6axis samples have been 
above a certain value, and uses a timer to calculate 
stroke rate. 

Figure 4 6 Logging file uploaded directly from microSD 
to GPS Visualizer�
 
6. Records all data to microSD card in comma 
separated value (csv) format which has been  
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Figure 5 6 8 real6world kayak strokes with overlaid stroke detection

formatted correctly to meet the requirements of 
GPS Visualizer [7] which allows all logged data to 
be overlaid on Google Earth/Google Maps, 
Figure 4. 
 

/��9�������
 
Tests of both stationary accuracy, and changes in 
accuracy with time demonstrate the GPS is 
accurate to within 11 ± 2.4 metres and has shown 
to maintain this accuracy over a period of 6 hours. 
Battery life has been found to last 5 hours and 47± 
28 minutes. From a cold start the device is able to 
lock onto satellites and begin recording data in 
50 ± 12 seconds. The devices processing speed has 
also been gauged and has been found to take just 
0.29 seconds to acquire data from GPS, apply 
formatting corrections, sample the ADCs and log 
data to the memory card theoretically providing 
detection of stroke rates up to 150 strokes per 
minute. 
 
Cadence (strokes per minute) detection has been 
implemented into the device and through real6
world testing has been demonstrated to have a 
detection accuracy of ~70% over a test period of 
10 minutes (an example of 8 recorded strokes is 
shown in Figure 5 . Although this is not ideal, the 
device possess the ability to improve through the 
use of the embedded auto6calibration utility. Due 
to time constraints real6world testing has only been 
performed once. During testing the device was 
exposed to salt water as the case was open to 
adjust settings. This produced an intermittent fault 
in the device which prohibited extensive testing. 
However, in analysing the results recorded, it was 
possible to apply the auto calibration utility to the 
data which provided slightly better stroke 
detection, 75% correctly identified. 

�

4����	������
 

The completed device's battery life exceeds that of 
the longest usual training sessions by 90 minutes. 

The battery is easily accessible and replaceable if it 
begins to degrade in the future, and may be 
recharged by mini USB cable, removing the need 
for an application specific charger.   
 
WaterLogged contains a number of features 
surplus to project requirements and objectives. 
These have been included to improve the device 
functionality and usability. The ability to save/load 
device settings from the memory card has been 
implemented so users are not confined to default, 
programmed values when they start the device. 
Data formatting has been provided which enables 
logged data to be uploaded directly to 
GPSVisualizer.com, without any pre6processing. 
This has been implemented so logged positional 
information can be overlaid onto Google Maps 
giving the device the potential to become a trip 
logger for a wide variety of sports. 
 

5��9�+���	���
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Abstract:  The design topologies of optimized CMOS low noise pre-amplifier (LNA) for UHF RFID reader at 
866 MHz is investigated. Simulations and analysis based on inductively degenerated common-source 
(CS) single-end telescopic LNA, folded-cascode LNA and differential LNA are performed in detail. 
The significant feature of the LNA design is the simultaneous impedance and minimum minF  noise 
matching at a low UHF radio frequency, achieved at a very low power drain of 0.95 mW from a 0.7 V 
supply voltage for single-ended, 1.33 mW from a 0.5 V supply voltage for folded-cascode and 2 mW 
from a 0.7 V supply voltage for differential topology.  Design using sub-1V supply voltage is quite 
challenging owing to inductor size and bias drain related noise factor degradation. The LNA was 
simulated in IBM 130nm 6-metal 1 poly RFMOS process technology to deliver a power gain ( 21S ) of 
over 16 dB, a reverse isolation of -40dB and an input power reflection of -16dB for all design topolo-
gies at 866 MHz. It had a minimum pass-band NF of around 1.2 dB (for all topologies) and a 3rd or-
der input referred intercept point (IIP3) of -11.5 dBm for single-ended telescopic topology and -9.5 
dBm for differential topology. 

 

Keywords: CMOS LNA, RFID, impedance matching, low power consumption, noise matching, narrow-band. 
  

 

1 INTRODUCTION 
 

RFID (radio-frequency identification) is one of fastest 
growing wireless communication technology nowadays 
for commercial products tracking. A RFID system usu-
ally consists of a transponder tag and a reader as shown 
in Fig. 1. The low noise amplifier (LNA) is the first 
block in the front-end of the RFID reader that is tuned at 
a certain trans-receiver frequency. A longer distance can 
be achieved under UHF band at low power dissipation. 
However, the LNA need to be designed optimally to 
minimize the noise for following stages and avoid the 
distortion of the source signal (requires good linearity).  

Considerable research on CMOS LNA design in submi-
cron technologies has been approached in recent years: 
from topology investigation[1, 2] and guideline[3] to 
various novel ideas on the design improvement of multi-
ple band[4], low-noise figure[5-7], high power gain[8], 
low power consumption[7, 9-11], and high linearity. The 
LNA designs at 900 MHz also have been reported by 
authors in [2, 4, 5, 7, 12]. A lower frequency standard 
operated at 866 MHz for UHF RFID is also implemented 
in Europe, Africa and New Zealand. Narrow-band 
CMOS LNA design at such sub-GHz frequencies has not 
been widely reported so far. Low power dissipation is a 

significant design criterion for RFID applications which 
will be synthesized by finding the trade-off between 
gain, low noise figure, input and output impedance 
matching and high linearity.  

In this paper we discuss the complete design and com-
parison results for three integrated 130 nm CMOS 866 
MHz LNAs. One is a single-ended common-source tele-
scopic cascode LNA using an enhanced PCSNIM tech-
nique from [2], a folded-cascode LNA operated at 0.5V 
supply voltage and a differential LNA.  

 

 

Fig.1 The Simulation Environment of Return Link for RFID 
system (Receiver, Wireless channel, and Tag) 
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2 OPTIMIZED LOW-POWER UHF RFID 
LNA TOPOLOGIES 

2.1 Single-Ended telescopic cascode LNA 

A single-ended 866 MHz LNA is shown in Fig. 2. This 
amplifier has the commonly used cascoded architecture 
form, which provides a good isolation between the input 
and output stages. The input inductive degeneration to-

pology formed by 1M  and sL  is employed here to get 

better noise performance for the narrow band applica-

tions.  gL  is an external inductor for input reactance 

matching with sL  and eC . The output impedance 

matching can be obtained by tuning thedL , dC , and 

dR  at 866 MHz with an angular frequency bandwidth of 

( ) 1−∗ dd CR . Typically, both the input and the output 

impedances are required to match to sR (50Ω ). 3M  in 

conjunction with refR  controls the DC bias current 

through  telescopic cascode while a large bR  ensures 

that noise and any ac signal pick-up at the gate of the 

current mirror is blocked and decoupled. dcC  is the DC 

blocking capacitance at both terminals. 

 

DL DRDC

02r
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01r
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1M

eCSR

inV

gLdcC

3M

refR

bR

dcC

SR

inV

 

Fig.2 The Completed telescopic cascode LNA topology with 
DC bias voltage 

 

Power constrained simultaneous noise and impedance 
matching technique (PCSNIM) is used as the basic de-

sign methodology. A smaller device size of 1M is chosen 

for minimizing power dissipation. The extra capacitor 

eC  is in parallel with 1gsC  of 1M  in order to achieve 

minimum noise figure minF  with power constrain and 

higher Tω [2]. Optimal impedance optZ  for noise match 

can be derived to achieve theoretical minF  
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where lR  is the series resistance of the gate inductor, 

and gR  is the gate resistance of the transistor 1M .  lR  

can be neglected for high Q inductors and gR  can be 

reduced to insignificant levels by inter-digitating the 

device[1]. tC  here equals to egs CC +1  and the effect of 

finite device conductance ( )0/1 rgds =  is included at 

deeply scaled channel length. 

At the central frequency of 866 MHz, the imaginary term 

of inZ  will be zero to match sZ , which gives 

( ) 0
1 =++

t
gs sC

LLs  

Optimum values can be calculated from above equations 
to satisfy PCSNIM technology. The noise figure NF is 
defined as 
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The typical value ofα  is about 0.85, the optimum source 

quality factor (conductance) optQ  and the actual source 

quality factor sQ  are defined as 

( )2
1

5
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and  
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s =  
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The expression for the width of the optimum device un-
der power-constrained minimum noise figure is given by 

soxspsox
opt RLCQRLC

W
ωω 3

11

2

3 ≈=  

The calculated width might give an extraordinary large 
value for short-channel CMOS technology (130nm) un-
der low UHF frequency range. Hence, smaller value is 
adopted in order to satisfy the power-constrained tech-
nology practically. Furthermore, the impact of this input 
matching technique on linearity can also deteriorate un-
der short-channel CMOS. A larger MOSEFT or a larger 

capacitor eC  can enhance the linearity by reducing gL  

and sL  at the same time, but the NF may deteriorate. 

2.2 Folded-Cascode LNA 

The significant criteria for RFID application is not just 
low power consumption but low supply voltage as well. 
A folded-cascode topology can be adopted under ultra 
low supply voltage condition. 

The basic circuit schematic of folded-cascode LNA con-
sists of one NMOS transistor and one PMOS transistor as 
shown in Fig. 3. The voltage supply can be significantly 
reduced compared to the above telescopic cascode cir-

cuit. Similar to telescopic cascode topology, 1M  is the 

input transistor to provide the transconductance (mg ) of 

the LNA and 2M  is used as the current buffer to mini-

mize the Miller effect and improve the response at high 
frequencies. However, one inherent feature of the folded 
cascode is that it allows simple gain control. This can be 
used to improve the overall linearity of the receiver. This 

is achieved by varying the gate voltage of 2M to affect 

the impedance looking from the source (pZ ), hence 

adjusting the overall gain of the LNA. The overall volt-

age gain ( totalA ) of the tuneable LNA can be represented 

to be 

tuneomtunevtotal GRgGAA 1≅=  

where vA  is the fixed voltage gain of a conventional 

cascode LNA, oR  is the impedance of the output RLC 

resonant tank, and tuneG  is the gain tuning factor that 

represents the portion of the AC signal current generated 

by input transistor 1M , which flows into the source of 

2M . It is given by, 
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where blkblk LjZ ω=  is given a large value to represent 

“blocking impedance” and pZ  is  

2
02

2

11
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p g

r
g

Z ≅=  

where 2mg  and 02r  are the transconductance and the 

output resistance of 2M  respectively. It is evident that 

the totalA  can be adjusted by varying 2mg , which is 

controlled by biasV . Another advantage is that this gain 

control technology does not affect input matching.  
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2M
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gL
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blkL

biasVdcC
inV

dcC outV

 
 

Fig.3 The folded-cascode LNA topology 
 

 
2.3 Differential LNA 

The single-ended and folded cascode architectures have 
the shortcoming of being sensitive to parasitic ground 
inductance. Differential architectures, on the other hand, 
will be somewhat immune to the common-mode interfer-
ence from substrate or supply perturbations[1]. Therefore 
the differential LNA is also presented here in Fig. 4. The 

degenerating inductors (sL ) are connected together at 

the “virtual ground”. At this point, a current source is 
usually placed to provide a current that is twice the cur-
rent flowing down from each side of the LNA section. 
Any parasitic reactance in series with the bias current 
source is largely irrelevant. Two “ideal” balun (balanced 
to unbalanced) transformers are used here to supply a 
transformation between differential and single-end sig-
nals for both input and output. Two AC sources can also 
be applied with opposite polarity here to achieve the 

same effect. Again, they will both be matched to 50 Ω  
at 866 MHz as in the singled-ended LNA design.  

Another advantage of applying differential topology is its 
ability to reject common-mode disturbance. In mixed-
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signal applications, both the supply and substrate volt-
ages may be noisy. Hence, this attribute becomes particu-
larly important. 

However, for equal noise figure, the power consumption 
of this amplifier is twice that of its single-ended counter-
part. Offsetting this disadvantage is the improved linear-
ity that is attained by dividing the input voltage between 
two devices. 
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Fig. 4 The differential LNA topology 

 
 

3 SIMULATION RESULTS 

The results for the proposed 866 MHz UHF RFID LNA 
simulated using Cadence Spectre, Virtuoso and Assura 
are now discussed. The results of the singled-end tele-
scopic LNA are shown in Fig. 5. With a supply of 0.7 V, 

at 866 MHz, the input reflection coefficient 11S =-15 dB, 

forward power gains 21S   is around 16 dB, and noise 

figure is 1.2 dB. The power dissipation is only around 
0.95 mW. The supply voltage can go down further to 
reduce power dissipation, but with a smaller gain, on the 
other and, a higher gain also results in more power con-
sumption. Fig. 5 (a), (b) and (c) also demonstrate 

the 11S , 21S  and noise figure behaviour under both 0.7 

V and 1 V voltage supplies. Due to the PCSNIM tech-
nique, noise figure is minimized at resonance frequency 
at around 1.1 dB.  This example proves how to optimize 
the trade-off between all those specifications in LNA 
designs. The IIP3 and the 1-dB compression point were 
determined using a two-tone test at 866 MHz with 1 
MHz tone separation. The results indicate an IIP3 of -
11.5 dBm and a 1dB compression point of -16.1dBm as 
shown in fig. 6.  

Fig. 7 shows the 11S , 21S  and noise figure simulated 

results for folded cascode architecture as well as their 
different behaviours under different PMOS bias voltage 
from 0V to 0.1V. With this voltage control technique, 
most s-parameters maintain the similar results compared 
with single-end cascode topology. However, with 0.5 V 
supply voltage, the folded cascode LNA consumes 1.33 
mV, which is slightly higher than singled-end architec-
ture.  

In order to maintain low noise figure as in single-ended 
telescopic cascode topology, the differential topology is 
duplicated symmetrically by two single-ended telescopic 
cascode LNA to give the same noise figure of 1.2 dB as 
shown in Fig.8 (b). The power consumption is also dou-
bled but we can identify the improvement of 1 dB com-
pression and IIP3 values of -9.1 dBm and -9.4 dBm com-
pared with single-ended case with values of -16.1 dBm 
and -11.5 dBm respectively. 

Completed specifications of all the proposed LNA de-
signs are summarized in Table I. Table I compares the 
performance of the proposed UHF LNAs with other 
UHF LNA designs indicating very low NF achieved at 
sub-mW power dissipation.  

 
(a)

 
(b)

 
(c) 

Fig.5 Simulated S- parameter results of the singled-end LNA in 
Fig.2 with two different supply voltages: 0.7V and 1V (a) 

11S  

(b) 
21S  and (c) NF   
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Fig.6 Simulated IIP3 and 1dB compression point results of the 

singled-end LNA in Fig.2 
 

  
(a) 

   
 (b) 

   
(c) 

Fig.7 Simulated S-parameter results of the folded cascode LNA 
in Fig.3 with different PMOS bias voltage: 0V, 0.005V and 

0.1V (a) 
11S  (b) 

21S  and (c) NF 

 

  
(a) 

                 
(b) 

  
(c) 

Fig.8 Simulated S-parameter, noise figure,  IIP3 and 1dB com-
pression point results of the differential LNA in Fig.4 (a) 

11S  

and 
21S  (b) NF and (c) IIP3 and 1dB compression point 

 
 

4   CONCLUSIONS 

 
The optimized UHF RFID LNA at 866 MHz has been 
designed and simulated results demonstrated. The design 
achieves very low NF of 1.2 dB with only power dissipa-
tion of 0.95 mW for singled-end, 1.33 mW for folded 
cascode and 2 mW for differential topologies respec-
tively.   
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TABLE I 

SUMMARY OF THE PERFORMANCE OF PRESENTED UHF RFID LNAS AND COMPARISON WITH PREVIOUS UHF LNA DESIGNS 

 This Work [2] [4] [5] [6] [7] [9] [10] [12] [13] 

Process Technology ( µm) 0.13 0.25  0.18 0.35 0.24  0.35 0.18 0.18 0.35 0.18  

Topology ┤ ╥ ╫ ╥ ┤ ┤ ┤ ┤ ┤ ┤ ║ ╫ 
S11 (dB) -16 -36 -21 -18 -12 -10 -38 -10 N/A -29 -11 N/A 
S21 (dB) 16.4 16.3 17.8 12 14 17.5 8.8 14 15.85 12.5 13.4 15 
S12 (dB) -39 -41 -42 N/A N/A N/A N/A -34 -51.3 -60 N/A N/A 
NF (dB) 1.20 1.18 1.19 1.35 2.3 2 1 1.05 0.9 0.7 3.2 2.9 

IIP3 (dBm) -11.5 -9.4 -4 -14 -6 7.1 0 -5.01 -4 10.8 N/A 
P1dB (dBm) -16.1 -9.1 -15 N/A N/A N/A -12 -19.5 -9 1.4 -15 

Power Dissipation (mW) 0.95 1.33 2.0 2 7.5 21.6 7.5 9 0.5 3.9 33 4.32 
Supply Voltage (V) 0.7 0.5 0.7 1.25 1.8 2.7 2 1.8  1.8 3.0 1.8 

Centre Frequency (MHz) 866 900 900 900 800 920 404 915 900 900 

N/A: not available    ┤: single-ended cascode topology    ╥: folded-cascode topology    ║: common-gate topology    ╫: differential topology 
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Abstract: Living systems have to constantly counter 

micro-organisms which seek parasitic existence by 

extracting nutrition (amino acids) from the host. 

Phagocytosis is the ingestion of micro-creatures by 

certain cells of living systems for counter nutrition 

(breakdown of the micro-creature into basic 

components) as part of cellular adaptive immune 

response. These particular cells are called 

phagocytes,  all of which are different types of 

white blood cells or their derivatives. Phagocytes 

are activated by certain components of the micro-

creatures which act as an antigen, generating 

antibody secretion by the phagocyte. This paper 

develops a digital CMOS circuit model of 

phagocytosis: the immune response biochemical 

pathway of a phagocyte. A micro-sequenced model 

has been developed where the different stages in 

phagocytosis  are modeled as different states 

clocked by  circadian  time intervals. The model 

converts the bio-chemical immune system digestive 

pathway into a cascade of CMOS multi-step logical 

transformations from micro-creature ingestion to 

the secretion of indigestible residuals. This 

modeling technique leads to the understanding of 

cellular immune deficiency diseases of living 

systems  in the form of logical (electrical) faults in a 

circuit. 

 

Index Terms - Systems biology, CMOS circuit, 

phagocytosis, silicon mimetic.  

 

I. Introduction 

 
Looking at  bio-chemical pathways of  biological 

systems from a   micro-electronic circuit diagram 

perspective is an interesting analytical paradigm in 

developing the convergence of biosciences, 

biotechnology and electrical engineering. In an effort 

towards  understanding  the bio-chemical  functions of 

living systems at molecular interaction  level   

researchers  working in the developing field of systems 

biology [1][2] have endeavored  to provide models that 

integrate the molecular interactions between 

proteins[3], enzymes[15][16], DNA[4], RNA[15], ions 

etc. within   individual bio-cells of different kinds and 

their derivatives.  

Immune response is one of the most fundamental 

bio-chemical activity of living systems. Micro-

creatures constantly harboring towards living systems 

for parasitic existence are subjected to counter 

nutrition mechanisms of certain type of immune 

system cells, e.g., white blood cells or their derivatives 

usually known as phagocytes.  This process of immune 

response is know as phagocytosis. It is a cascade of 

molecular interactions within the phagocyte which 

result in the breakdown of the micro-creature into its 

basic components, parts of which are recycled 

(digested) for nutrition and the rest eliminated from the 

system as residual waste. Circuit theoretic techniques 

of modeling this biochemical immune system pathway 

within a phagocyte compared to other mathematical 

modeling techniques [5][6] is the central theme of this 

paper.  In  recently published  papers [7][8][9] this 

author described how the  states of DNA protein 

interactions within the bio-cellular operations can be   

modeled using integrated circuits (silicon mimetic 

model [10][11]). In addition,  models for 

mitochondrial respiration related electron transfer 

pathway [12], and cell signaling pathway using G-

Protein and Phosphorylation cascade [17] has been 

reported by this author. These models based on 

integrated circuits  are  amenable to the large variety of 

mature simulation tools [13] available in the Very 

Large Scale Integration (VLSI) Computer aided design 

(CAD) arena. This type of modeling thus  enhances the  

knowledge required for the realization of  the “dream” 

of designed biochemical pathways and gene circuits 

[10] with revolutionary outcomes for  gene and cell 

therapy (“nano-medicine”).  In this work  a digital 

CMOS[14]  micro-sequenced  model  for phagocytosis 

has been developed   where the sequence of 

biochemical  processing stages are  clocked by  

circadian  time (hours) [5] intervals.   

 

II.  Phagolysosomic Immune Response Bio-

chemical Pathway 
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Infection of living systems by micro-creatures  

results in various types of white blood cells becoming 

phagocytes and moving into infected tissue. These 

phagocytes enlarge and develop into a macrophage 

engulfing and devouring micro-creatures in a counter 

nutrition effort. Fig. 1(a) shows the microphotograph 

of such a macrophage digesting micro-creatures (red 

bacterium).   Fig. 1(b)  shows the mechanism of 

phagocytosis in terms of the bio-chemical pathway in a 

phagocyte. The bio-chemical pathway of  

Phagocytosis [15][16] can be divided into several 

states such as  chemotaxis (or phototaxis), adherence, 

opsonization, ingestion,  digestion and residue 

ejection. Chemotaxis (or, phototaxis) by chemical (or 

optical) stimuli  is the mechanism of approach through 

“run” and “tumble” of micro-creatures towards 

favorable host living systems. Phagocytes are attracted 

by the micro-creatures through  their antigenic 

components, resulting in the release of antibody serum 

proteins that opsonize the microcreatures.  Opsonized  

microcreatures then easily adhere to the plasma 

membrane of the phagocyte which is referred to as a 

state of adherence. After adherence, there is ingestion, 

whereby, the phagocyte extend its flagella  type 

“arms” called pseudopods which surround and then  

engulf  the microcreature. Once ingested, the 

surrounding pseudopods fuse and enclose the micro-

creature in a fluid sack called “phagosome” or 

phagocytic vesicle. The membrane of this vesicle has 

enzymes which pump hydrogen ions (H+) into the 

vesicle, thereby reducing the pH to around 4, so that 

hydrolytic enzymes can be activated for the 

breakdown of the  micro-creature. The next stage of  

phagocytosis is the digestive pathway which begins 

with the phagosome “pinching off” from the plasma 

membrane and entering the cytoplasm. Inside the 

cytoplasm  the phagosomes attach with lysosome 

sacks containing  digestive enzymes and microbcidal 

substances. On attachment, the membranes of  

lysosome  and phagosme merge forming a larger 

composite sack called phagolysosome. The 

degenerative components inside the phagolysosome 

take only sub-circadian  time interval (less than an 

hour) to completely breakdown (“kill”) micro-

creatures inside it. This digestive pathway contains 

several main and sub-processes. Lysosomic enzyme 

lysozyme directly attacks the cell-wall of the micro-

creature and initiates the hydrolysis of the cell-wall. A 

host of other lysosomic enzymes are also active at the 

same time, so that the micro-creatures macro-

components are disintegrated, such as its lipids by the 

enzyme lipase, its proteins by protease, its ribonucleic 

acids by ribonuclease, and, its deoxyribonucleic acids 

by deoxyribonuclease. Lysosomes also contain certain 

enzymes which can initiate a process known as 

oxidative burst which result in toxic oxygen products 

such as  super oxide radical ( −
2O ), hydrogen per oxide 

( 22OH ),  hydroxyl radical ( •OH ) and singlet oxygen 

( −
2

1O ). Other lysosomic enzymes combine with these 

toxic oxygen products to produce secondary  

microbcides  which hydrolyze and breakdown the 

micro-creatures. For instance, the enzyme 

myeloperoxidase (MY) converts chlorine ions ( −Cl )  

and hydrogen per oxide ( 22OH ) into  highly toxic 

hypochlorous acid ( HOCl ) which contain the well-

known anti-microbial agent hypochlorous ions. 

 

III. A Micro-sequenced  Model of 

Phagocytic  Biochemical Pathway 

  
A  silicon mimetic [9] model of the bio-chemical 

pathway of phagocytosis has been developed and is 

shown in Fig. 2.  The discussion  in the previous 

section indicates the existence of  many intermediate 

steps in the bio-chemical digestive  pathway of 

phagocytosis  whose  proper co-ordination is an 

important factor in the functional phagocyte of living 

systems. Similar to the concept introduced in [17],  the 

intermediate steps in the bio-chemical path of 

phagocytic digestion of micro-creatures can be 

modeled as states in Delay flip-flops (Registers) which 

indicate  the states of molecular interactions (binding, 

hydrolysis and breakdown) that constitute  the 

behavior of the phagocyte.  Using this modeling 

technique malfunction in the immune system (immune 

deficiency syndrome: cause of numerous  diseases) 

can be conveniently modeled as circuit  faults,  such 

as, outputs of logic gates or flip-flops (registers) are 

stuck at  logic "0"  or  at   logic “1”,   thus unifying  

the approach to solving faults in electronic or 

biological circuits (in this case the biological circuit of 

the immune response system).  At any time-instant n, 

presence of   Gram positive (GP) or Gram negative 

(GN) micro-creatures in close proximity to the 

phagocyte is stored as u1(n) in the D-FF_1.  The 

presence of chemo-tectile micro-creatures due to the 

presence of  chemical signals is stored   as u2(n)  in the 

D-FF_2. On the other hand, the presence of photo-

tectile micro-creature due to the presence of optical 

signals is  stored as u3(n)  in the D-FF_3. The 

presence of  chemo-tectile or photo-tectile micro-

creature opsonized by anti-body serum protein (SP) is 

stored as  u4(n) in the D-FF_4. The presence of 

ingested micro-creatures engulfed by pseudopods (PP)  

is stored as u5(n)  in  the D-FF_5. The state of  the 

ingested micro-creatures within phagosomes with H+ 

ions pumped inside   the phagocytic vesicle is 

indicated by u6(n)  in the D-FF_6. The “pinching off”  

of phagosome from the plasma membrane and entering 
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the cytoplasm is registered  as u7(n) in D-FF_7. The 

attachment and merger of lysosome with the 

phagosome in the phagolysosome,  and the resulting 

state of the digestive degradation  of the 

microcreatures is represented  by, 

∑= −= 13

10m

)1um(n14(n)u                                       (1) 

The hydrolysis of micro-creature inside the 

phagolysosome due to hypochloric acid  (a byproduct 

of the oxidative burst) is indicated by the state u8(n) 

stored in the D-FF_8.  The breakdown of the micro-

creature’s  cell-wall by the enzyme lysozyme (LYE)  

is indicated by the state u9(n) in the D-FF_9. The 

breakdown of lipids inside the degenerated  micro-

creatures by the lysosomic enzyme lipase is indicated 

by the state u10(n) stored in D-FF_10. Next, the 

breakdown of the bacterial proteins inside the 

degenerated  microbe  by the lysosomic enzyme 

protease is indicated by the state u11(n) stored in D-

FF_11. The breakdown of the bacterial ribonucleic 

acids  inside the degenerated  microbe  by the 

lysosomic enzyme ribonuclease (RNE) is indicated by 

the state u12(n) stored in D-FF_12.  And, finally  the 

breakdown of the bacterial DNA    by the lysosomic 

enzyme deoxyribonuclease (DNE)  is indicated by the 

state u13(n) stored in D-FF_13.   Based on the micro-

step sequenced model of Fig. 2,  the following 

discrete-time state equations can be written for the 

phagocytic digestive pathway: 

 

GNGP(n)1u +=                                                   (2) 

1)(n1uCS*(n)2u −=                                          (3) 

1)(n1uOS*(n)3u −=                                          (4) 

SP*1)]2(nu1)3(n[u4(n)u −+−=                 (5) 

PP*1)4(nu5(n)u −=                                         (6) 

+−= H*1)(n5u6(n)u                                         (7) 

1)(n6u(n)7u −=                                                  (8) 

O)}]H*1(LE*Cl{MY*1)7(n[u8(n)u 2

−∗−=     (9) 

LYE]1)7(n[u(n)9u ∗−=                                (10) 

LPE*1)]9(nu1)8(n[u10(n)u −+−=          (11) 

PTE*1)]9(nu1)8(n[u11(n)u −+−=          (12) 

RNE*1)]9(nu1)8(n[u12(n)u −+−=         (13) 

DNE*1)]9(nu1)8(n[u13(n)u −+−=         (14) 

1)]13(nu1)12(nu

1)11(nu1)10(n[u14(n)u

−+−+
−+−=

                (15) 

 

Modeling immune response  deficiency  as electrical 

faults:  Using  this circuit  model immune deficiency 

diseases can be modeled as electrical faults. For 

example, if the serum protein (anti-body) is not 

produced, the invading micro-creatures cannot be 

engulfed, and, the state at u(4) will be stuck at "0", 

resulting in all the down-stream digestive degradation 

pathway states being stuck at "0" , i.e., becomes non-

functional. The solutions can then be designed in terms 

of CMOS circuit  functionality and converted into the 

equivalent biochemical solution (“nano-medicine”). 

 

IV. Micro-sequenced Phagocyte Pathway 

States and Silicon Mimetic Signal 

Transduction  Results 
 

Fig. 3 displays  how the immune system  response 

bio-chemical events form a pipeline  through the 

silicon mimetic model of phagocytosis in a digital 

CMOS micro-sequenced logic simulation process.  It 

also shows the sequence of intermediate states (D flip-

flop states) corresponding to whether a certain bio-

chemical state is activated.  The sequence of molecular 

interactions are considered  to be taking place in  the 

circadian time-scale (hours or few minutes). The D 

flip-flops are thus driven by a clock with circadian 

time period. Fig. 3 shows molecular events occurring 

over 24 circadian time periods during which micro-

creatures (bacteria or microbes) arrive towards  

phagocytes until the period n=8.  This causes the 

immune response pathway to activate. This results in 

the presence of either chemo-tectile (D-FF_2) or 

photo-tectile  (D-FF_3)  micro-creatures during the 

circadian interval <2,9>.  Also, opsonized 

microcreatures are present during the interval <3,10>,   

microcreatures are ingested during the interval <4,11>,  

digestive vesicles are formed near the phagocyte 

membrane during the interval <5,12>,  vesicles are 

detached and moves into the  cytoplasm during the 

interval <6,13>,  phagolysosome is formed and the 

microcreature is hydrolyzed (state in D-FF_8) and 

microcreature cell-wall is hydrolyzed (state in D-

FF_9)  during the interval <7,14>.   The breakdown of 

lipids (state in D-FF_10),  proteins (state in D-FF_11),  

ribonucleic acid (state in D-FF-12) and 

deoxyribonucleic acid (state in D-FF_13) take place 

simultaneously in the interval  <8,15>. The undigested 

micro-creature artifacts  (state in D-FF_14)  are 

removed during the interval <9,16>.  As the micro-

creatures are  is not present during the interval <9,12>, 

there is a short pause in the digestive bio-chemical 

process which is evident from the diagonal zero states  

in Fig. 3(b).  Also,  beginning the interval <13,16>  the 

presence of a short burst of microcreatures results in a 

short  pipeline of digestive pathway activities 

(reactions and interactions) that is evident through the 

diagonal array of "1"' s  as shown in Fig. 3(b).   
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V. Conclusion 
 

A  digital circuit based model for  the phagocytic 

bio-chemical digestive  pathway  in living systems  has 

been  developed and discussed in detail. The model  

corresponds quite well with the immune response 

phenomenon  depicting striking resemblance of 

CMOS logic   circuit (with states in D flip-flops)  to 

states in bio-cellular phenomenon. Compared to 

mathematical modeling, model derived from analogies 

with integrated circuit allows VLSI CAD circuit and 

logic  simulators to be conveniently used as a  

biological simulation program. Hence this work 

provides  an alternative route  for further systems 

biological investigation into more comprehensive 

integrated circuit models for more extensive 

biochemical pathways in living systems. This 

investigation will thus contribute to the desired 

manipulation of biological processes  at the cellular  

level leading to electrical circuit modeling of diseases 

and “nano-medicine”.  
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 (a) 

 

 

(b) 

Fig. 1. (a) Photomicrograph[16] of phagocytic digestion (microphage) 

of red micro-creatures (bacterium), (b) a schematic illustration of the 

mechanism of phagocytosis (bio-chemical pathway) in a phagocyte. 
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Fig. 2. A  micro-sequenced digital  CMOS model   of  the   bio-chemical    pathway  of phagocytosis   using  logic gates  and  D-flip-flops. 
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(b) 

Fig.3. Sequence of intermediate steps (D flip-flop states)   in the phagocytic bio-chemical  pathway, (a) for circadian time-instants n=0 to 

n=11, and, (b) for circadian time-instants n=12 to n=23. 
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Abstract: We present an investigation into the channel sounding of wireless communications

systems using a Software Defined Radio (SDR) platform. Using the Universal

Software Defined Radio (USRP), in conjunction with the GNU Radio SDR sys-

tem, we implemented and evaluated channel sounding capabilities using a variety

of signal sequences. The final implementation utilized the IEEE 802.11a Orthog-

onal Frequency Division Multiplexing (OFDM) preamble for the tasks of carrier

frequency and timing estimation, as well as channel sounding. We show that the

system is able to characterize 1.8 MHz of spectrum reliably, with a resolution of

34 kHz. The bandwidth restrictions caused by the hardware bottlenecks were the

main source of limitation.

Keywords: Channel sounding, Software defined radio, GNU Radio, USRP

1 INTRODUCTION

In all mobile communication systems, it is essential to

take into account the rapidly changing wireless environ-

ment. An estimate of the channel impulse response (CIR)

or transfer function (CTF) can be used to equalise its ef-

fects at the receiver and to optimize transmission. The

estimation of these characteristics is referred to as chan-

nel sounding. Providing accurate channel state informa-

tion (CSI) to the transmitter can further enhance the use

of the channel, although some form of prediction may be

required to compensate for the latency in providing this in-

formation. Multiple-Input Multiple-Output (MIMO) sys-

tems particularly rely on reliable CSI, and most MIMO

schemes require CSI at the transmitter.

Modern communications systems are required to be

highly adaptive, due to the changing conditions of the

wireless environment. Parameters within a system that

may be adapted include modulation, power allocation and

coding technique. Many functionalities, such as modula-

tion, pulse shaping, constellation mapping and coding are

typically done in hardware. Such architectures lack the

ability to adapt during operation, and also complicate the

task of system re-design. Software Defined Radio (SDR)

offers a solution to a number of the issues described above

by abstracting the tasks of constellation mapping, coding

and pulse shaping from a hardware-based issue to a soft-

ware one. This allows the engineer to change the spec-

ifications of a system by simply re-writing code, not by

creating a new piece of hardware.

The aim of the research elucidated in this paper is

to utilize these new devices and the powerful GNU Ra-

dio framework to build a fully functional Single-Input

Single-Output (SISO) channel sounder. The final SISO

sounder is able to characterise 1.8 MHz of unique band-

width with a resolution of 34 kHz reliably, utilizing the

IEEE 802.11a Orthogonal Frequency Division Multiplex-

ing (OFDM) preamble.

2 SOFTWARE DEFINED RADIO

A generic SDR requires a Radio Frequency (RF) front end,

a sampling stage and a high speed Field-Programmable

Gate Array (FPGA) processor for digital signal process-

ing. The basic idea is that the computer does most of the

waveform specific manipulations, while the hardware pro-

vides sampling and amplification capabilities. Purely soft-

ware radios are not yet used in real systems, but a pro-

gressively higher proportion of transceiver functionality is

becoming software based. Software defined radios are of-

ten used in testing and prototyping new wireless systems.

There are still some drawbacks to these devices however,

mainly to do with limited hardware capability. Analogue

to Digital and Digital to Analogue (ADC/DAC) devices

able to sample bandpass signals are generally not price

effective, leading to many SDRs implementing a super-

heterodyne down conversion before digitisation. It is also
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difficult for these devices to sample low power signals and

thus a system normally requires a low-noise amplification

stage before digitisation. There is also the bottleneck be-

tween the hardware front end and the software platform

itself, in this research a USB cable. However, as the tech-

nology improves one can see software defined radio be-

coming the future of communications. This is due to the

fact that the powerful software abstraction offered by SDR

allows a robust system to be built easily depending on cir-

cumstances.

3 IMPLEMENTATION

The Universal Software Radio Peripheral (USRP) [1, 2]

is designed to allow users to program a high bandwidth

radio using software. Only the essential functionalities,

namely sampling conversion and RF amplification, are im-

plemented in hardware. The sampling conversion is done

in both an Altera Cyclone FPGA and an AD9862BST

ADC/DAC chip. The USRP offers up to 4 RF front ends,

which are implemented on daughterboards. The front end

is based on a superheterodyne structure. The USRP is de-

signed to work with the GNU Radio open-source platform

[1].

3.1 Hardware

Figure 1: USRP motherboard with the low frequency re-

ceive and transmit daughterboards shown on the left, and

the RFX2400 shown on the right.

The USRP motherboard, with two low frequency daugh-

terboards and one high frequency transceiver connected,

is shown in Figure 1. The USRP transmits and receives

baseband data from the computer via a USB2.0 connec-

tion. A maximum rate of 32 MB/s is able to be transmit-

ted across the USB2.0 connection [1]. This limit was not

always achieved due to the limited hardware of the host

computer.

Figure 2: ADC/DAC and FPGA sections of the USRP,

showing the sampling conversion stages and the multi-

plexer used for routing data. [1]

Figure 2 shows the ADC/DAC and FPGA sections of

the USRP. For transmitted data, baseband data from the

computer at a certain sampling rate is transferred to the

USRP. It is then routed by a demultiplexer to an up-

converter and onto a DAC conversion stage sampling at

128 MS/s, before being transmitted via a daughterboard

front end. On the receive end, the USRP receives the ana-

logue waveform based at an Intermediate Frequency (IF)

from the daughterboard and digitizes this at 64 MS/s. The

data is then routed by a multiplexer to a down-conversion

stage, in order for it to be transmitted across the USB in-

terface. The down-conversion is done on the FPGA em-

bedded within the USRP, which implements Finite Im-

pulse Response (FIR) Cascaded Integrator-Comb (CIC)

and Half-Band (HB) filters in order to change sampling

rate and to avoid aliasing. The up-converter consists of a

CIC stage within the FPGA, as well as a final HB stage

implemented in the DAC chip. The conversion stages are

based on the standard I/Q quadrature multiplier.

The CIC and HB filters of the sampling conversion

stages attenuate the spectrum of the baseband waveform

near the Nyquist limit significantly. Figure 3 shows the

magnitude response of the CIC-HBF receive filters, with

a decimation rate of 32. Utilizing complex I/Q receiver

sampling at 64 MS/s, this leads to a maximum sounding

spectrum of 2 MHz. This was kept for the rest of the re-

search, as it avoided data corruption.

The daughterboards act as the analogue radio frequency

front end of the USRP. The USRP motherboard offers

4 different slots, two for receive and two for transmit.

Each slot has access to two of the AD/DA slots on

the AD9862BST. The RFX2400, which has a bandwidth

between 2.4–2.5 GHz, was used for the final channel

sounder.
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Figure 3: Combined receiver CIC-HBF filter response

from DC–2MHz, with a decimation rate of 32. [3]

3.2 Software

The system was run using the NetBSD operating system,

in conjunction with the GNU Radio platform [1], which

contains a substantial library of prewritten C++ signal pro-

cessing blocks. The blocks, representing sources, sinks

and processing blocks have input and output ports con-

nected together via the high level language Python. The

GNU Radio platform was utilized in conjunction with

MATLAB, which performed all offline signal processing.

4 IMPLEMENTATION

4.1 Synchronisation techniques

The synchronisation of carrier frequency offset and timing

are critical to the operation of the channel sounder. Car-

rier frequency offset (CFO) is caused by the inaccuracy

of the receiver and transmitter oscillator clocks, as well as

by the Doppler shift [4] caused by relative movement in

the system. This causes the received signal to exhibit a

low frequency modulation at baseband, even after the full

down-conversion process. The basic effect of the CFO is

that the demodulated signal is not centered at DC, rather

it is centred at δf , which is a function of the Doppler

shift and oscillator offset. It is thus essential to take this

into account when decoding data. In the project, a Mini-

mum Mean Square Error (MMSE) estimate for the CFO,

Moose’s method [5, 6], was used.

Similarly, it is important to know the optimal timing in-

stant to reduce the effect of any intersymbol inteference on

the received signal. A popular algorithm used in OFDM

systems to both detect received packets and to estimate the

initial sample number of the packet is the Schmidl-Cox de-

tection algorithm [6, 7].

Moose’s method Moose’s method is based around tak-

ing a L length sliding window correlation of the received

data, where L is the repetition length of a certain sequence.

A minimum of two repeated sequences are required to ob-

tain an estimate of the CFO. In the project, this sequence

was the 64-bin OFDM preamble used in the IEEE 802.11a

standard [8]. The L length, L lag sliding window correla-

tion product is defined as

Pl = rH
l+L × rl (1)

where the received sequence of length L, L ahead of sam-

ple l, is correlated with the delayed sequence at sample l.
This measures the phase offset between successive sam-

ples and by doing so over the whole sequence, one obtains

a rate of change of phase. The MMSE estimate for the

carrier frequency offset in Hz is given by [5]

ν̂ =
1

2πLT
arctan

Re(Pl)

Im(Pl)
. (2)

An example of Moose’s method, in the 2.4–2.5 GHz range,

is shown in Figure 4. The algorithm estimates a carrier

frequency of approximately 8.6 kHz, within the ±5ppm

oscillator frequency uncertainty for 2.45 GHz quoted for

the USRP [1].
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Figure 4: Moose’s method estimates a CFO of 8.6 kHz as

the packet is received at sample number 900.

Schmidl-Cox detection algorithm The Schmidl-Cox

detection algorithm measures the energy difference be-

tween two successive repeated sequences and the current

one. It uses the sliding window of (1) and divides it by the

energy of the later sequence, given by

Rl = rH
l+L × rl+L. (3)

The Schmidl-Cox detection merit is then given by [7]
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ρsc =
|Pl|
Rl

(4)

where figure of merit ρsc will increase from 0 to 1 as the

sliding window correlator encompasses a larger portion of

the two repeated L length sequences. The detection merit

will reach unity when the correlator encompasses both of

the L length sequences, as Pl will be the same energy as

Rl. Thus, the value of l that corresponds to the unity level

is the initial sample of the packet. With this known, timing

synchronisation is achieved. An example of the Schmidl-

Cox detection algorithm output is shown in Figure 5. The

detection merit rises to unity as a packet is received.
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Figure 5: Schmidl-Cox detection algorithm increases from

0 to 1 as the packet is received at sample number 900

4.2 Channel sounding approach

Initial investigations focused on a time-domain cross-

correlation technique [9] to find the CIR of a coaxial ca-

ble wired channel, utilizing the low frequency daughter-

boards. The sounding signals used were complex chirps

and pseudo-random noise. At an early stage in the re-

search, the response of Figure 3 was not fully understood

and thus attenuated received signals. Without knowledge

of the internal USRP filter response, the research moved

toward a frequency-domain approach to channel sounding.

This involved calculating and averaging the CTF, given by

H(ω) = Y (ω)
X(ω) , in conjunction with IEEE 802.11a OFDM

preambles. The effect of the USRP filters was eventu-

ally understood and taken into account. In order to reduce

the spectral attenuation caused by the USRP filters near

the Nyquist bandwidth, the preambles were interpolated in

software via zero-padding. Utilizing a high quality coax-

ial cable and the low frequency daughterboards, a wired

equalisation was performed to take into account the action

of these filters. The assumption that the filter effect is sim-

ilar on the low and high frequency boards is a valid one

since they share the same ADC/DAC paths. The response

of the the USRP was assumed to have linear phase, due to

the FIR CIC/HB filters. The response of the coaxial cable

was assumed to be spectrally flat and distortionless. Thus,

only the magnitude response was used to equalise the ef-

fects of the transmit and receive filters. It was now possible

to implement a wireless system, utilizing the 2.4–2.5 GHz

daughterboards.

The final channel sounding approach was based on a

waveform with three distinct sections, similar to the IEEE

802.11a OFDM standard. Figure 6 shows the received,

CFO compensated, waveform.
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Figure 6: CFO derotated received waveform starting at

sample number 900, showing the three distinct sections

of the sounding sequence.

The first section of the sounding waveform consists

of 10×64-bin 802.11a OFDM preambles encoded with

BPSK. This was used for the synchronisation algorithms

explained above. The MATLAB script applies both algo-

rithms to the received data. It initially finds a detection

peak in the Schmidl-Cox algorithm output, and then uses

the averaged estimate of the CFO from Moose’s method

to correct the residual baseband oscillation. The 64-bin

preamble was used because it offered an accurate CFO es-

timate and avoided the possible aliasing effects of Moose’s

method. The second section is used for calculating and av-

eraging H(ω). It consists of the same 64-bin preambles,

but these are interpolated up to a fraction of the Nyquist

bandwidth before transmission. The preamble is initially

zero padded to a certain percentage of the Nyquist band-

width in the frequency domain, before being transformed

into the time domain via the Inverse Fast Fourier Trans-

form. Only 53 bins of the preamble were utilized, due

to the original spectrum consisting of numerous high fre-

quency nulls. Thus, to sound a bandwidth of 70%, the

length of one preamble was 75. This waveform was then

repeated 10 times, as in the first section. Figure 7 shows

the spectrally flat 53-bin preamble, interpolated to 70%

of the available bandwidth. The null DC component for
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power reduction is clearly visible and is seen in all subse-

quent results. The first preamble is used as a cyclic prefix,

while the next 9 are used to calculate H(ω). This also

inherently takes into account the possible initial phase off-

set between the transmitter and receiver systems, as this is

averaged over numerous runs. The third section consists

of 5×53-bin QPSK encoded OFDM data symbols, used

to ascertain whether an accurate estimate of the CTF has

been found. As with the second section, these symbols

are interpolated up to the same bandwidth as the sounding

signal. The first symbol is used as a cyclic prefix, with

the next 4 being used to check the CTF. The script applies

a zero-forcing equalisation to the received synchronised

data, then ascertains whether the correct QPSK data has

been received with a threshold detection device.
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Figure 7: Spectrum of 53-bin 802.11a OFDM preamble

interpolated to 75 bins, 70% of the original bandwidth.

5 RESULTS

The channel sounding system was set up in an small office,

with two stationary USRPs separated by 3m. An example

of the averaged magnitude CTF at 2.45 GHz is shown in

Figure 8. This depicts 70% of the available 2 MHz spec-

trum being sounded. It includes the channel sounding re-

sult with and without the equalisation of the internal USRP

filters. As shown, a significant amount of the bandwidth

is attenuated by the CIC and HB filters on both transmit

and receive ends. The equalised CTF is shown to exhibit

flat fading in this particular region of spectrum. The phase

response over this same bandwidth is shown in Figure 9.

It is clearly linear, leading to the conclusion that there was

no significant distortion through the channel.

In order to ascertain the validity of the CTF estimate,

the constellation diagram of the received QPSK encoded

OFDM was plotted. An example of this is presented in

Figure 10, showing the correct received data. Although

not significant enough to cause an erroneous decision, the
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Channel response

Figure 8: Magnitude CTF response centered at 2.45 GHz,

with 70% of available bandwidth being sounded.
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Figure 9: Phase response of CTF centered at 2.45 GHz,

with 70% of available bandwidth being sounded.
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Figure 10: Constellation diagram of equalised received

QPSK encoded OFDM data sequence
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data occasionally exhibited a phase rotation of up to π
8 .

This was due to the inaccuracy of Moose’s method and the

phase drift between the CTF averaging section and the re-

ceived data. The channel sounder was able to consistently

sound up to 90% of the Nyquist bandwidth of the system.

A fully automated system was programmed to allow the

user to define the data encoded in the third section of the

packet, while creating the correct waveforms for 5 differ-

ent bandwidths. The wired response of the USRP filters to

these bandwidths was also measured, in order to equalise

their response.

6 CONCLUSIONS AND FURTHER WORK

The project aim was to build a fully functional channel

sounder utilizing the USRP and the GNU Radio software

platform. Initially, complex chirps and pseudo-random

noise were used to sound a coaxial cable wired channel.

The final wireless implementation used the IEEE 802.11a

preamble, along with the high frequency daughterboards.

The final form of the channel sounding waveform

consisted of three distinct sections. The first used the

802.11a preamble for a robust synchronisation algorithm,

involving the Schmidl-Cox detection merit and Moose’s

method for carrier frequency offset estimation. The sec-

ond was for calculating and averaging the CTF, utilizing

the same preamble. The third section was an appended

QPSK encoded OFDM data waveform, for testing the

validity of the CTF. The response of the USRP filters was

equalised utilizing a high quality coaxial cable, allowing

the actual CTF to be measured. By checking the received

QPSK data with a threshold decision device, the validity

of the estimated CTF was verified. The hardware setup

had two main bottlenecks, namely the USB cable and the

PC itself. This meant that a minimum decimation rate

of 32 had to be used. Due to the receive end sampling

at 64 MS/s, this lead to a maximum sounding bandwidth

of 2 MHz. Numerous percentiles of that bandwidth were

able to be sounded with the system, depending on the

relative importance of range versus precision. Using

the full bandwidth and the 53-bin IEEE preamble leads

to a resolution of 38 kHz. This implementation was

not as reliable as the system that sounded 90% of the

available Nyquist bandwidth, leading to a sounding range

of 1.8 MHz and resolution of 34 kHz. With this system

operational, a fully functional SISO channel sounder for

use in the 2.4–2.5 GHz range was built using the USRP

and the GNU Radio platform.

The following extensions and improvement are envisaged

as a continuation of this research:

• Investigate MIMO channel sounding with the use of

orthogonal sets of sequences.

• Implementation of a GNU Radio C++ block for rapid

detection using the Schmidl-Cox detection algorithm.

• Implement the channel sounder in the FPGA itself,

bypassing the USB bottleneck and reducing the effect

of the internal USRP filters.

• Upgrade to the USRP2 platform [1], which improves

all the ADC and DAC paths to allow far higher band-

widths. This system is based on an Ethernet interface,

rather than USB.

• Use the XCVR2450 daughterboards to sound the 5

GHz band.

• Investigate other carrier frequency offset and detec-

tion methods that could improve accuracy.
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Abstract:   This paper reports the design of a narrow band amplifier, operating in HF (high 

frequency) radio spectrum  using 250um long-channel   discrete CMOS FET 

(complementary metal oxide semiconductor field effect transistor) devices.  A novel gm-

boosted common-gate topology is presented to provide 50Ω input match at the 

frequency of operation with improved noise figure. In the design of the amplifier, 

current reused technique is adopted with a novel enhancement  to provide gm-boosting 

with constrained  power consumption. The amplifier provides around 16 dB of gain 

with excellent noise figure of 1.6-2.4 dB. The complete amplifier constructed using the 

discrete CMOS FET devices consumes approximately 50mW of power at 9V power 

supply. 

 
 

Keywords   Discrete CMOS, Common Source, Common Gate, Active Input Matching, low-noise 

amplifier, gm-boosted amplifier, noise optimization 

 

 

 

1. INTRODUCTION 

 

In a typical single transistor narrow-band tuned 

amplifier, several solutions based on the common 

source (CS) and the common gate (CG) 

configurations are well known. The noise figure (NF) 

of the CS amplifier is linear with increasing 

frequency and that of the CG amplifier is almost 

independent of frequency of operation with higher 

noise floor as compared to the CS amplifier [1]. 

Using gm-boosting techniques, noise contribution of 

the CG amplifier can be optimized [2]. Due to very 

high input impedance of the CS amplifier, the CG 

amplifier is a better alternative at frequencies in HF 

range. The input impedance of long channel CG 

topology is given by 1/gm at low frequencies; where 

gm is the device transconductance and can be matched 

to the HF source by carefully selecting the 

transistor’s operating point. Due to better input 

matching and noise performance, CG configuration is 

a suitable choice for long channel CMOS amplifier. 

This paper presents a novel design of a discrete gm-

boosted CG narrow band amplifier to reduce noise 

and power consumption employing an enhancement 

of the current reused technique, operating in the HF 

range.  

 
 

Fig.1. (a) Conventional CG amplifier, and,  (b) gm-

boosted CG amplifier. 

 

 

2. Gm-BOOSTED CG AMPLIFIER 

 

2.1 Principle of Operation 

 

Fig.1 shows the conventional and the gm-boosted CG 

amplifier configurations.  
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The noise factor ‘F’ of a conventional long channel 

CG amplifier, when its input impedance 1/gm is 

perfectly matched with source resistance Rs, is given 

as: 

            

1

1
=

+=
sm Rg

F α
γ          (1) 

Where, ‘α’ is the ratio between the device 

transconductance ‘gm’ and the zero-bias drain 

conductance ‘gdo’. The parameter ‘γ’ has a value of 

unity at zero drain to source voltage of the transistor. 

For long channel devices, it is reduced to 2/3 in 

saturation [3]. Equation (1) shows that the noise 

factor of CG amplifier is independent of frequency of 

operation and cannot be further optimized as ‘γ’ and 

‘α’ are bias and technology dependent parameters.  

 

In case of the gm-boosted CG amplifier [4], by 

introducing an inverting AC gain ‘A’ between the 

source and the gate terminals of the CG stage, as 

shown in Fig.1(b), the effective transconductance 

becomes (1+A)gm and the noise factor, F, becomes: 

       ( ) ( )sm RgA
F

2
1

1 ++= α
γ                     (2)  

Or, for an input matched amplifier, 

       ( )
1)1(

1
1

=+++=
sm RgA

A
F α

γ                 (3) 

From (3), it can be seen that the noise can be further 

reduced by increasing the inverting gain ‘A’. Another 

advantage of this technique is that, the device 

transconductance is boosted by a factor of (1+A) and 

input matching to the source can be easily achieved at 

lower gm value. 

 

In open literature, several active and passive circuit 

solutions have been published to introduce the 

inverting gain between the source and the gate 

terminals of the CG stage. Capacitive and transformer 

coupling are two important solutions to provide 

negative gain to boost the transconductance. In [5], a 

pMOS CS stage is used to provide the inverting gain 

to boost the transconductance of the CG amplifier. In 

this case, the DC power consumption is relatively 

large as the CS and the CG stage are biased 

separately. 

 
Fig.2. Proposed gm-boosted current reused amplifier. 

 
Fig.3. Complete schematic of the proposed amplifier. 
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2.2 Proposed Novel Current Reused gm-Boosted CG 

amplifier 

 

As in [5], the pMOS CS stage can be used to provide 

the inverting gain to boost the transconductance of 

the CG narrow band amplifier. The noise 

contribution of pMOS CS stage would be negligible 

as compared to that of the CG stage. DC power 

consumption could be optimized by sharing the bias 

current between the CS and the nMOS CG 

amplifying stages.  

In Fig.2, a novel gm-boosted CG amplifier 

architecture is shown. Here, the CG nMOS input 

stage M1 and CS pMOS inverting gain stage M2 

shares the same bias current supplied by the current 

source M3. The input HF signal is fed to both the 

transistors through large bypass capacitors C1 and C2 

that act as short circuit at high frequencies. The 

inductor L1 acts as a short circuit at DC and provides 

enough reactance at high frequencies to decouple the 

two stages. Inductor L2 and capacitor C3 are used as 

the series resonant LC tank and hence a low 

impedance path between drain of M2 and gate of M1 

is established at resonance. C4 is another bypass 

capacitor to decouple the DC levels at the drain of M2 

and output. 

 

For the circuit in Fig. 2,  (2)  can be written as: 

    ( )
1)1(

122
22

1
1

=+++=
smLdm RgRg

Ldm Rg
F α

γ  (4) 

 

Here, RLd2 is the real part of the impedance at the drain 

terminal of M2. 

 

 
 

Fig.4. Amplifier test board with output buffer and 

SMA input output connectors. 

 

3. EXPERIMENTAL  IMPLEMENTATION 

AND RESULTS 

The complete schematic of the proposed circuit is 

shown in Fig. 3. Its  implementation  on a test board 

is  shown in Fig.4.  Dual N-Channel and Dual P-

Channel Matched MOSFET Pair ALD1103 [6] with 

VTHN=0.7V and VTHP=-0.7V are used for this 

purpose. The MOSFETs are fabricated as  250um 

long channel devices for a supply voltage   in the 

range of 2V to 12V. A 9V power supply was used in 

this implemented  circuit draining 5.5mA reuse bias 

drain current through the NMOS and the PMOS 

devices. Inductor L1 is chosen to be 1mH to provide 

isolation between M1 and M2. Series LC tank is tuned 

at 2 MHz HF frequency. 50Ω matched output buffer 

is also integrated on the test board. To increase the 

gain of the amplifier, the channel width ‘W’ of the 

active devices is increased by implementing them 

using multiple transistors connected in parallel. The 

nMOS devices, M1 and M3, are implemented using 

two n-type MOSFETs connected in parallel. 

Considering the low mobility characteristics of p-type 

channel carriers, pMOS device M2 in the circuit is 

implemented by connecting four p-type MOSFETs in 

parallel fashion.  Fig.5 shows the time domain wave 

form trace of tone test at 2 MHz center frequency, 

taken from the oscilloscope which indicates high 

linearity affirmed by the spectrum analyzer photo in 

Fig. 6. The complete frequency domain behavior of 

the amplifier is shown in the next few figures. The 

input reflection had a low of -26dB as shown in Fig. 

7 which compares favorably to many recent CG 

narrow-band designs. The amplifier provides a 

reverse isolation of around -45dB (S12 as shown in 

Fig. 8) and a  forward gain of around  14dB (S21 as 

shown in Fig. 9) at the tuned HF of 2MHz. The 

output reflection had a low of around -24dB as 

shown in Fig. 10.  The amplifier also shows very 

good noise performance with the NFmin  of 2.4 dB.  

 

4.  CONCLUSION 

 

An HF amplifier using improved gm-boosted current 

reused technique is designed and integrated on board 

using 250um long channel discrete CMOS 

transistors. The bandwidth of the amplifier is around 

500 KHz with center frequency of 2MHz. and it 

consumes around 5.5mA current at 9 volts  power 

supply with a 2.4dB minimum noise figure.  
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Fig.5. Oscilloscope trace of 2 MHz tone test at the 

output of the amplifier. 

 

 
 

Fig.6. Frequency spectrum of the Oscilloscope trace 

in Fig. 5. 

 

 
Fig.7.  Input reflection coefficient S11. 

 

 
Fig. 8. Reverse isolation S12. 

 

 
Fig. 9. Forward gain S21. 

 

 
Fig. 10. Output reflection coefficient  S22. 

 

 

 
Fig. 11. Noise Figure variation with frequency. 
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Abstract:  The successful inclusion of robots in search and rescue applications has so far been 
unrealised. Barriers such as high cost and the requirement for an expert human op-
erator have prevented widespread use. A three tiered system under development at 
Victoria University aims to overcome these barriers. This paper focuses on the de-
velopment of a proof of concept for the bottom tier of robots. Key issues are: small 
size to allow it to penetrate rubble; low cost as the robots are designed to be dispos-
able; and the intelligent combination of several life detecting sensors. 
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1 INTRODUCTION   
 

Urban Search and Rescue (USAR) scenarios are often 
characterised by victims trapped under the debris of a 
multi-storey structure. Current search techniques for 
such victims include the use of Ground Penetrating Ra-
dar and void identification and clearing. These tech-
niques are both time and resource intensive. Indicatively, 
using traditional techniques, it takes on average, ten peo-
ple, ten hours to locate and rescue one trapped person.  
There is only a 48 hour window in which rescue is likely 
to result in a live person being extracted.  The introduc-
tion of autonomous robotic search teams could greatly 
reduce the time required to find these trapped victims, 
with the potential for dramatically reduced casualties [1]. 

Robotic teams have been implemented in the past [2] [3] 
however due to high costs and low success rates they 
have not been widely accepted. The implementation of a 
multi-tiered hierarchical system can greatly reduce the 
development and implementation cost. The requirement 
to have a trained human operator, which has been a large 
barrier to implementation in the past, can be removed by 
the introduction of a control tier while the use of a large 
number of low cost bottom tier robots increases the 
chances of finding a trapped victim. 

Victoria University of Wellington has a three tiered sys-
tem currently under development to tackle this issue. 
The highest tier of robot, designated Grandmother, ar-
rives at the boundary of a USAR site and deploys the 
other robots. In this proof-of-concept, shown in Figure 1, 
the Grandmother takes the form of a multi-terrain 

tracked mechatron capable of carrying a payload in ex-
cess of 100 kg. It is equipped with powerful PC com-
puter and possesses the bandwidth to facilitate the coor-
dination of several hundred other robots [4].  

 

Figure 1: Grandmother proof of concept robot 

When the Grandmother arrives at a USAR site it deploys 
4-6 second tier robots, designated Mother. These mother 
robots, shown in Figure 2, must be rugged and able to 
navigate the difficult, rubble strewn terrain typical of a 
USAR environment. Potentially, because of falls or tip-
ping, these mother robots must also be able to operate 
inverted.  The specifications of this hierarchical USAR 
application require each mother to contain a payload of 
30 third tier Daughter robots which will be distributed 
over the disaster zone. 
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Figure 2: Mother proof of concept robot 

The prototype versions of the daughter robots are ex-
pected to be approximately the size of a cell phone and 
are designed to penetrate beneath the surface of the rub-
ble. They are to be low power, disposable robots 
equipped to detect the presence of trapped humans. They 
must be inexpensive as no attempt will be made to re-
trieve them. These robots must be capable of coordinat-
ing a variety of sensors in order to detect the trapped 
victim.  Specific sensors include: heat, CO2, motion, and 
sound. Once a person is identified, this information, 
along with the robot’s approximate position, is relayed 
back to the Mother robot. 

Both the Grandmother [5] and Mother [6] robots have 
been developed to the proof of concept stage and signifi-
cant work has been done on networked robot control and 
coordination [7]. This paper discusses the development 
of the lowest tier robots, the Daughters, to a proof of 
concept stage.  

 

2 SENSOR SYSTEMS 
 

As mentioned in the previous section, the proof of con-
cept design for the Daughter robot focuses on the intelli-
gent combination of a variety of different sensor inputs 
in order to detect the presence of trapped human beings. 
The robot must be self powered, contain sufficient intel-
ligence to interpret its environmental data, and be able to 
communicate with a nearby mother robot.  To be useful 
in this application, the daughter must also be inexpensive 
since they are disposable, and have an effective operat-
ing time of several hours. 

An Atmel AT89C51AC3 microcontroller is used to pro-
vide intelligence to the robot. It provides four PWM out-
puts for motor control and four ADC inputs to read sen-
sors. It has both an idle and power down mode to de-
crease power usage and the Victoria University faculty 
have significant experience with it, easing the develop-
ment. 

A ZTP-135S thermopile was selected to provide non-
contact directional heat measurements. The ZTP-135S 

was selected as it provides adequate sensitivity while 
being cheap and easily available. It includes a flat IR 
filter and a thermistor for temperature compensation. 
The sensor response after amplification is shown in Fig-
ure 3. This shows the sensor response to a reference heat 
source, a human hand, placed at set distances from the 
sensor. 
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Figure 3: Characteristic response of ZTP-135S thermo-
pile 

The AT89C51AC3 has a 10 bit ADC with an input range 
of 0 V to 3 V resulting in 3 mV resolution. From the 
characterisation data, the heat from a human hand is dis-
tinguishable up to 90 cm. 

As it is a passive sensor, a large gain non-inverting am-
plifier stage with controllable gain and offset is used to 
interface the sensor with the microcontroller. The ther-
mopile suffers from significant sensor drift so potenti-
ometers must be adjusted to calibrate the sensor before 
use. As the Daughter robots will be disposable, only a 
single automatic calibration will be required, therefore 
this is not a huge impediment.  

Even rail to rail operational amplifiers have a dead band 
large enough to degrade the signal from the thermopile. 
An LMC7660IN charge pump is used to provide a nega-
tive voltage rail to the operational amplifiers to counter-
act this problem. It also makes amplification of the sig-
nal from the microphone simpler.  

A second order low pass filter is used to remove high 
frequency noise from the sensor signal, particularly a 
peak at 6 kHz introduced by the charge pump. Because 
the large gain stage creates sizable random fluctuations 
an integrator is implemented to smooth its response. 

An MS401 pyrodetector is used as a motion sensor. It 
combines a PIR sensor, an operational amplifier and a 
comparator to trigger on changes in the infrared spec-
trum, such as the body heat in moving people. The inter-
nal circuitry of the MS401 is shown in Figure 4.  
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Figure 4: MS401 motion detector internal circuit 

With testing the MS401 it was found to be too non-
directional. A high level of directionality is desirable as 
it allows the Daughter robot to move towards a potential 
trapped human and use its other sensors for confirma-
tion. A paper sheave was added during testing to in-
crease the directionality of the sensor. 

To characterise the motion detector in a way meaningful 
to USAR environments, three levels of motion are de-
fined. Small movements, defined as movement of the 
fingers, medium movements, defined as limb movement 
and large movements which are full body movements, 
for example jumping, were used for testing. The results 
of these initial experiments are illustrated in Figure 5. 

 

Figure 5: Characteristic response of MS401 motion de-
tector with (top) and without (bottom) paper sheave 

Measurements were taken on a grid using 0.5 m spacing 
perpendicular to the sensor’s axis and 1 m in line with 
the sensor. Each grid space was assigned a value depend-
ing on the smallest class of movements it would reliably 
respond to. The experiment was repeated with and with-
out the paper sheave. Figure 5 shows both sets of results. 

An AOM-4542P-R omni directional PCB mount micro-
phone is included to detect human vocal sounds. A sec-
ond order low pass filter restricts the bandwidth of the 
microphone to 3.4 kHz and a DC bias stage is used to 
prevent the microcontroller’s ADC from clipping the 
microphone signal. The circuit used is shown in Fig-
ure 6. 
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Figure 6: Microphone circuit schematic 

The microphone response was characterised using a W4-
654S woofer speaker [8]. The frequency response of the 
speaker is shown in Figure 7 and the microphone circuit 
response in Figure 8. 

 

Figure 7: Frequency response of W4-654S speaker [8] 

Response versus Frequency for microphone circuit

-80

-70

-60

-50

-40

-30

-20

-10

0

10 100 1000 10000 100000

Frequency (Hz)

R
e

s
p

o
n

s
e

 (
d

B
)

 

Figure 8: Microphone response 
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The Cooley-Tukey FFT algorithm is used to transform 
sampled microphone data to the frequency domain. The 
maximum achievable sampling rate with the 
AT89C51AC3 is 4 kHz. While larger bandwidth is re-
quired to uniquely identify individual speakers this low 
bandwidth is acceptable for differentiating vocals from 
background noise. Due to the processing limits of the 
microcontroller the size of the FFT is limited to 64 sam-
ples. Using a 4 kHz sampling rate this gives a 62.5 Hz 
frequency resolution, which is acceptable for the peak 
detection algorithm used. Peak detection is implemented 
by comparing each bin to the average magnitude. An 
array is formed with the frequency of each peak which is 
used to differentiate human vocals from background 
noise such as falling rubble.  

An RS-5600 CO2 sensor is included to detect the build 
up of carbon dioxide typical of humans in enclosed 
spaces. The RS-5600 includes a solid electrolyte cell and 
a heating resistor. Because the heating resistor requires 
significant power a MOSFET controlled by the micro-
controller is included so it can be switched on and off. 
This circuit is shown in Figure 9. 
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Figure 9: CO2 sensor circuit schematic 

Qualitatively the CO2 sensor was found to be sensitive to 
human breathing. To provide a more quantitative re-
sponse characteristic a sample of dry ice was placed in a 
sealed enclosure with the sensor. Measurements were 
taken of the sensor response versus time as the dry ice 
sublimated and are shown in Figure 10. 

Response versus time for CO2 sensor in a sealed environment with dry ice
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Figure 10: CO2 sensor response to sublimating dry ice 

The recovery time of the CO2 sensors recovery charac-
teristic was also measured with the robot removed from 
the sealed enclosure. This is shown in Figure 11. 

Response versus time of the CO2 sensor removed from sealed environment
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Figure 11: CO2 recovery characteristic 

 

3 OTHER DESIGN FEATURES 
 

The focus of this proof of concept is on the development 
of sensors into an intelligent human detection system. 
Physical suitability in terms of ability to penetrate rubble 
and survive rugged environments is outside the scope of 
this work, but this project does endeavour to provide a 
mobile platform in order to future test the delivery of 
these sensors, and to establish the communication proto-
cols with a remotely located mother. Hence a proof con-
cept (not prototype) mobile robot was constructed.  The 
body of this proof-of-concept robot is formed around a 
double sided PCB board. To provide basic locomotion a 
dual motor and gear box provides differentially driven 
rear wheels, with two freewheeling front wheels. Figure 
12 shows a photograph of the robot. 

 

 

Figure 12: Photograph of the Daughter robot proof of 
concept 

Power is provided by two 3.7 V 1100 mAh Polymer 
Lithium Ion batteries in series. Rechargeable batteries 
were chosen for ease of use with prototyping. A final 
design would use single use batteries as the robots will 
be disposable. 

.  
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4 EVALUATION 

 

The maximum audio sampling rate achievable while 
executing no other code was 4 kHz. This was unsatisfac-
tory as a bandwidth of 3.4 kHz was desired as this ap-
proximately matched the telephone bandwidth, which is 
proven to provide vocal intelligibility. It also necessitates 
a change in the anti-aliasing filter. 

Figure 13 shows the time taken to process the FFT ver-
sus the number of bins. Preliminary tests show that the 
data collected using a 64 bin FFT is sufficient to distin-
guish between vocal noises and background sounds 
(such as falling rubble). However, because of the micro-
controller’s processing limitations this system can not be 
integrated to run in real time with the other programming 
required for the robot. 
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Figure 13: FFT processing time versus bin size using the 
AT89C51AC3 microcontroller 

The CO2 sensor has proven to be sufficiently sensitive to 
detect the presence of humans however it has a slow 
response and recovery time. Because the sensor’s heat-
ing resistor requires a large amount of power this is a 
significant problem. Due to the difficulty in finding other 
available sensors, and the fact this sensor has been 
shown to be usable for detecting humans, the sensor will 
be persevered with for this stage of testing. Work will 
continue into trying to find a better alternative. 

Both the CO2 and thermopile sensors are sensitive 
enough to detect trapped humans however both suffer 
from drift. This has to be corrected by adjusting gain and 
offset potentiometers to maximise the usage of the 0 V to 
3 V range of the microcontroller’s ADC. Testing has 
shown that this drift is only significant over a length of 
time greater than a day. Because of the disposable nature 
of the robots this means only a single calibration, just 
before deployment, is required. 

The effect of ambient light on the motion detector was 
tested by running detection tests as described above in 
both a darkened room and with bright light incident on 
the pyrodetector. Figure 14 shows both results. 

The results show that while ambient light conditions do 
have an effect on the sensor response even bright inci-

dent light does not render the sensor ineffective. In typi-
cal USAR environments the Daughter robot is likely to 
be inside collapsed structures and therefore low light 
levels can be expected, aiding the sensor’s effectiveness. 

 

Figure 14: Motion detector response in dark (top) and 
bright (bottom) conditions 

 

5 FURTHER WORK 

 

Because the AT89C51AC3 has shown poor performance 
for audio signal processing a more powerful microcon-
troller should be selected.  

Sensor drift was a significant problem with the CO2 and 
thermopile sensors. Using higher quality sensors could 
mitigate this however it would increase the unit cost. 
Automatic calibration could be implemented by replac-
ing the potentiometers with digitally controlled equiva-
lents. When the Grandmother arrives at the USAR site 
the Daughter robots could be calibrated in the reasonably 
stable environment of the Grandmother robot.  
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Communication with the Mother and other Daughter 
robots requires the addition of a ZigBee module, which 
will provide both the means of communication and local-
isation. The use of ZigBee communication modules for 
this purpose has already been tested and shown to work 
[9]. This needs to be interfaced with the microcontroller. 
ZigBee modules with included controllers are widely 
available so interfacing should be a relatively simple 
task. 

Currently locomotion is controlled using a joystick input 
connected to two ADC channels on the microcontroller. 
Once a ZigBee module is included, locomotion will be 
controlled by a combination of search algorithms and 
commands received from Mother robots (who in return 
has received the global instructions from the grand-
mother). 

Because the proof of concept was developed with ease of 
development in mind it uses mainly thru-hole compo-
nents. The size can easily be reduced by using surface 
mount devices and more compact spacing. Electronics 
for programming should be removed as pre-programmed 
chips would be used. 
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 Abstract:  A architecture framework is presented for wireless sensor networks (WSN) designed to cap-
ture and monitor micro-climates in a crop field. WSN are rapidly improving their place and performance in the automo-
tive industry and for agricultural, industrial and environmental monitoring.  Uptake of this technology can also be seen 
inmany other application areas. Recent developments and advances in wireless technology as well as affordability give 
rise to this emerging field in the realm of Precision Agriculture (PA). Vineyard monitoring is an emerging application 
field in PA. This paper presents an architecture framework for developing a WSN and gives a brief overview of hard-
ware components needed to build wireless sensor nodes. 
 

Keywords: Wireless Sensor Networks (WSN), Precision Agriculture (PA) and Vineyard Monitoring 

 

1 INTRODUCTION   

Wireless Sensor Networks (WSN) have been the subject 
of research in various domains over the past few years 
and deployed in numerous application areas. WSN is 
seen as one of the most promising contemporary tech-
nologies for bridging the physical and virtual world thus, 
enabling them to interact.  A WSN is composed of a 
number of sensor nodes, which are usually deployed in a 
region to observe particular phenomena in a geospatial 
domain. Sensor nodes are small stand-alone embedded 
devices that are designed to perform specified simple 
computation and to send and receive data. They have 
attached to them a number of sensors gathering data 
from the local environment that is being monitored. 
WSNs have been employed in both military and civilian 
applications such as target tracking, habitant monitoring, 
environmental contaminant detections and precision ag-
riculture [3][4]. 

The work described in this paper is a realisation of a 
concept outlined in Eno-Humanas project [1]. It is a sys-
tem for gathering (sensing) and analysing climate, at-
mosphere, plant and soil data. It is specifically designed 
for micro-climate analysis in vineyards and other agri-
cultural/horticultural environments. This research  has 
produced and is further developing a prototyping in or-
der to demonstrate how state-of-the-art devices could be 
used in precision viticulture as a management tool to 
improve crop yield quantity and it is assumed, crop qual-
ity.  

2 WIRELESS TECHNOLOGY  

WSN technology  eliminates connectors, provides 
safe/flexible connectivity, improves resources sharing, 
easy installation and mobility. The other advantage is 
that these systems require a low micro power levels, thus 

it can last for longer period of time [7]. Two major pro-
tocols are used in wireless networking, IEE 802.15.4 and 
ZigBee stack.  The ZigBee network stack sits on top of 
IEEE 802.15.4 standard Medium Access Control (MAC) 
and Physical (PHY) layers (Refer to Figure 1).   MAC 
and PHY layers define the RF and communication com-
ponents between other devices.  ZigBee stack contains 
the network layer, an application layer and security ser-
vice provider (SSP) [8]. 

These protocols have their own limitations and advan-
tages.  The main limitation for the both protocols is low 
data rate (narrower bandwidth). Therefore these proto-
cols are suitable for low data transmission applications. 

 

Figure 1: ZigBee stack layer adapted from [5] 

As shown on Figure 2, as the data rate is increased the 
power consumption, cost and complexity of the system 
increases geometrically.  Since moisture detection sys-
tem is located remotely, power consumption needs to be 
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minimal, preferably battery operation for end of product 
life.  Moreover sensor data does not require wide band-
width.  Therefore as illustrated in Figure 2, a suitable 
protocol for small sensor network is ZigBee [8].   

2.1 Wireless Network Topologies 

Three main network topologies used in wireless net-
working are point-to-point, star and mesh networks (re-
fer to Figure 3).   Each of these topologies has their own 
ad-vantages and disadvantages in different applications. 

  

Figure 2: Standard technology map adapted from [7] 

Their main difference is the use and behaviour of net-
work components.  

2.1.1 Point-to- point 

Point-to-point is the simplest topology and mostly used 
to replace single communication cable.  Point-to-point 
network can work adequately, when two end points are 
located close to each other [9].   

2.1.2 Star topology 

Star topology is also known as  a point-to-multipoint 
wireless system.  This system is usually based on IEEE 
802.11 or Bluetooth communication standards.  This 
system has one main base station, which controls the 
communication with all the other end nodes.  The reli-
ability of this network depends on the quality of the RF 
link between the coordinator and each of the end nodes.  
The main problem with this system in industrial applica-
tions is the difficulty  finding a suitable place for the 
central controller in order to communicate which each 
end node [9].   

2.1.3 Mesh topology 

Mesh topology is also sometimes called a peer-to-peer 
system.  This system is an ad hoc multi-hop system.  
Mesh networks are based on the ZigBee protocol, which 
means each node can be used to send and receive data. In 
this manner, network consists of multiple redundant 
communication paths, which  can be used in event of 
node failure. Therefore, data will reach its destination 

reliably, via the intermediate nodes (Refer to Figure 3) 
[9].   

The mesh network has three important properties: Self-
Configuring, Self-Healing and Scalability.  A ZigBee 
mesh network configures itself automatically. The net-
work identifies new nodes and automatically includes 
them in the network.  Moreover, if  one node fails the 
network re-routes the message through an alternative 
path.  According to the ZibBee mesh network standards, 
it can support up to 65,536 network nodes (clients) [9].   

 

Figure 3: A mesh network topology applied in a vine-
yard monitoring application   

3 MODELING THE EFFECTS OF CLIMATE 
CHANGE  

The WSN ability to simultaneously capture and relay 
real time data for analyzing the variability in climate 
change and its effects on plant physiology is significant 
for different grapevine varieties.  This is because model-
ling the relationships between climate  variability re-
quires both data on the cause and effects recorded with-
out any time discrepancies.  Complexity in the models 
increases with spatial information combined with other 
environment related parametric variables.  It is assumed 
that in combine with one another this variable set will 
correlate with grape and consequently wine quality.. 
Gaining more insights into natural systems and their 
functioning including climate change involves many 
complex dynamic and diverse processes with nonlinear 
interactions that pose huge challenges to modellers [6].  

A wireless network such as the one discussed herein will 
enable the vineyard management to decide on the kind of 
measures (i.e., sprinkler system, gas/ turbine heaters/ 
helicopter and a schedule) required for example, to pre-
vent frost damage to the crops. Further details on the 
frost prediction and wireless sensor network issues could 
be found at [10]. Modelling macro-micro climate change 
effects has begun in this project with the use of WSN 
data obtained from vineyards located in three continents. 
This enables observations of the variability in global 
climate change across the continents using prediction 
model values provided by NASA and other institutions. 
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The models and results will  be used in a comparative 
analysis on climate change effects on viticulture, espe-
cially its variability and its influence on grapevine “cul-
tivars“ or varieties and wine quality, such as aroma, col-
our and mouth feel as climate change effects on viticul-
ture is described to be  dramatic and varying across the 
globe significantly. 
 

4 THE WSN ARCHITECTURE  

The proposed WSN system [2] consists of sensor nodes 
located in critical locations within vineyards for collect-
ing weather, atmospheric and environmental data as well 
as plant related data such as leaf wetness and sap flow. 
Figure 4 shows the system architecture consists of three 
layers namely, mote layer, server layer and application 
layer. 

 

Figure 4: A schematic view of WSN architecture 

Mote layer: This layer consists of all the wireless sensor 
nodes and a Base Station (BS). Each node has one or 
more sensors plugged into the hardware device with a 
transmitter, power supply (usually a small battery) and 
microcontroller. The nodes are distributed over an area 
of interest uniquely arranged as required  provided the 
distance between the sensor devices does not exceed the 
maximum communication range. Therefore, energy op-
timized routing becomes essential. Data transmission 
from sensor nodes to the BS depends on application 
maybe continuous, event driven, query-driven or hybrid. 
In continuous approach, data is transmitted to the BS 
periodically according to predetermined intervals. In 
query and event driven models, data is transmitted when 
an event takes place or query is generated from the BS. 
The Hybrid model uses combinations of these ap-
proaches to transmit data from sensor nodes to the BS. 
Various types of routing protocols such as data-centric, 
hieratical and location-based protocols are available [6]. 

Server layer: Data are sent to the data server from the 
BS through the internet. Two main tasks performed by 
data server are to: 

1) obtain and process data from the BS.  

2)  populate database with WSN data and 
enabling the application layer to access WSN 
data.  

The server layer also deals with on-time data delivery 
from the BS and generates alarm when an undesirable 
event takes place. 

Application layer: This layer allows users of the system 
have remote access to WSN data using web browsers. 
This provides a powerful tool to visualize real-time 
WSN data and compare data from various nodes. In ad-
dition, the BS can be accessed remotely to modify sensor 
nodes’ configurations.  

5 IMPLEMENTATIONS  

To achieve objectives described in Eno-Humanas project 
[1], a WSN prototype was designed and developed for 
gathering and monitoring environmental data within 
vineyards. Both hardware and software were designed 
and built by researchers at Auckland University Tech-
nology (AUT). 

5.1 Hardware design 

WSN hardware can be divided into two main compo-
nents namely, coordinator node and router node.  For 
both node types one wireless plug-in module is used. 
The plug-in board is based on CC2431 wireless micro 
controller.  This microcontroller has on chip 2.4GH 
wireless radio, 128KB in-system programmable flash 
and hardware based location awareness.  Figure 5 below 
shows the controller unit, which has Printed Circuit 
Board (PCB) antenna, on-bard power and all the I/O 
ports are connected to two headers.  

Sensor nodes used are small low-cost, single-chip device 
which have their own built-in micro-processor. These 
nodes can automatically set up an ad hoc wireless com-
munication network with other motes that are within 
range (up to100 m). These nodes are small battery pow-
ered devices allowing wireless communication capabili-
ties (Refer to Figure 7). Sensors may be configured to 
send data to the BS in following manners:  

Periodically: sensor node sends data according to 
predetermined intervals. 

Event-based: sensor node stars sending data when a 
specific requirement is met. For instance, there may 
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be no need for sending data to the BS unless tem-
perature drops below a certain threshold in frost 
prediction task.  

In this study, data are sent to the BS periodically at var-
ies intervals for different sensors. In addition, an ultra 
light minicomputer with wireless communication capa-
bility is used to receive sensed data from sensor nodes. 
The BS also can be accessed remotely via internet to 
upload sensor data to the main off-site server. 

In order to create a wireless sensor network, ZigBee 
wireless protocol based CC2431 micro controller is used.  
This microcontroller has on-chip 2.4GH wireless radio, 
128KB in-system programmable flash, hardware based 
location awareness and much more other useful features.  
Figure 5 shows the main controller unit, which has 
Printed Circuit Board (PCB) antenna, on-bard power and 
all the I/O ports are connected to two headers. 

 

Figure 5: Wireless controller plug-in board 

5.1.1 USB coordinator node 

The coordinator is used to collect the information from 
the network and transfer the data into the computer via 
USB port.  This board is powered through the computer 
USB power supply. Once data is received from the net-
work, sensor data is transferred to the RS232 to USB 
converter.  The converter sends the RS232 data to the 
computer via USB port (Refer to Figure 6). 

 

Figure 6: Base station with coordinator node 

Every time new node is connected to the network, coor-
dinator will identify the node and issues the new node 
with an IEEE address.  During the communication be-
tween these nodes, coordinator identifies each node with 
the IEEE address. 

5.1.2 Sensing router node 

The router node can be divided into two main modules; 
sensor module and wireless module as shown in Figure 
7. The CC2431 controller module collects the sensor 
readings via Analogue to Digital Converters (ADC) and 

transmits the data to the USB coordinator dongle via 
mesh network.  The sensor unit is powered via 4x1.5V 
AA battery pack. Due to limitation on flash memory, 
raw data is sent to the BS without any processing.  The 
BS converts ADC reading into appropriate values by 
using conversion factors.  

The sensor module comprises six different environ-
mental sensors namely pressure, leaf wetness, sunlight, 
humidity, temperature, and soil moisture. 

 

Figure 7: Router node with environmental sensors 

5.2 Software Implementation 

A graphical user interface designed to manage sensor 
nodes communication, data logging and server upload. It 
also provides a dashboard for displaying sensor readings 
and derived parameters such ad dew point (Refer to Fig-
ure 8). Historical data displayed in grid and graphical 
formats which can be customized to provide better visu-
alisation of logged data.  

 

Figure 8: Graphical user interface for displaying WSN 
data 

 Sensor modules can be added as required. Data that are 
collected at predetermined intervals or at specific times 
are transmitted through the network elements to a main 
computer or controller 
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4.3 Online web monitoring  

A web application was developed enabling users to in-
teractively access the WSN data over the internet. It al-
lows live monitoring and visualization of climate, at-
mosphere, plants and soil data from each vineyard (Refer 
to Figure 9).  

 

Figure 9: Live web monitoring of Awarua vineyard’s 
environmental data 

6 DISCUSSION 

Power and resource management are two main issues 
that needed to be taken into consideration. In this im-
plementation, one way to achieve this is to incorporate a 
low level controller that facilitates for more sensors and 
computational power. The higher level controller will 
handle the ZigBee mesh networking, and request the 
data from the low level controller.  The main task for the 
low level controller is to collect data from the sensors 
and process the data for suitable format and send it the 
high level controller on demand.  The low level control-
ler will be responsible for the sensor power management.   

7 CONCLUSIONS AND FUTURE WORK  

The paper investigated the recent advances in remote 
wireless sensor devices, and how WSN of these devices 
could be combined with the internet and used in vine-
yard operations, such as management decision making, 
by monitoring weather, atmospheric, environmental 
conditions and plant physiology, and also for online dis-
play of climate information at larger scales, such as re-
gionally within a state and cities in the Asia Pacific Re-
gion.  

In order to improve the data management TinyOS real 
time system can be deployed.  TinyOS tiny data base 
system can be used to temporary store the data within the 
network. Power management can be improved by intro-
ducing renewable energy sources, such as solar and wind 
energy to charge the batteries. The down side to this ap-
proach is that the cost of the node will increase signifi-

cantly.  But long term sustainability and life-time with-
out any servicing will increase considerably. 
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Abstract— The soil moisture level is one of the critical aspects 
which controls the quality of the grapes grown in vineyards.  This 
research investigates the development of a low cost soil moisture 
sensor. The two probe soil moisture sensor uses the basic principle 
of Hartley oscillator frequency shift due to the varying dielectric 
constant of the soil according to the soil Volumetric Water Content 
(VWC).  When the soil VWC increases, the dielectric constant of 
soil also increases. This variation can be captured and transmitted 
via a Wireless Sensor Network (WSN) to a base station for further 
data analysis.  In order to calculate the soil moisture levels 
accurately, the soil temperature is also measured at the same time.  
Texas Instrument’s (TI) ZigBee protocol based wireless micro 
controller (CC2431) provides an affordable mesh networking 
facility and power management for the soil moisture data 
communication. 

Keywords— soil moisture sensor, volumetric water content, 

wireless sensor network  
 

I.  INTRODUCTION  

Increasing population and deforestation is causing 
tremendous pressure on the world’s drinking water 
resources.  Water is one of the most precious commodities in 
the world and it needs to be preserved for future generations. 
One of the world’s main water consuming industries is 
irrigation.  It has been estimated that the world’s irrigation 
efficiency is less than 40 percent [1].  In order to improve 
irrigation efficiency, it is important to monitor the soil 
Volumetric Water Content (VWC) and avoid over watering 
plants. 

The main aim of the soil moisture sensor is to optimise the 
water usage of the wine industry in New Zealand and Chile.  
By maintaining the optimum water level for grapevines, the 
grape harvest is improved and water usage is reduced. The 
sensor developed in this research will measure the VWC at 
three different depths: 5m, 3m and surface level. Measuring 
the VWC at different depths gives a better understanding of 
the VWC up to the grapevine root levels. To understand the 
VWC at the micro-level, sensors are to be installed in a 
rectangular pattern at 10m intervals in the vineyard. 

One popular water sensing approach is the Time Domain 
Reflectometry (TDR) method [2]. TDR is highly accurate, 
but it is very costly to implement on a large scale. Therefore 

a capacitance based, fast reacting soil sensor method is used 
in this research. 

Wireless Sensor Networking (WSN) provides a mesh 
network to deliver the data to a base station computer.  WSN 
has been the subject of research in various domains over the 
past few years and has been deployed in numerous 
application areas. WSN is seen as one of the most promising 
contemporary technologies for bridging the physical and 
virtual world, thus enabling them to interact. A WSN is 
composed of a number of sensor nodes, which are usually 
deployed in a region to observe particular phenomena in a 
geospatial domain. Sensor nodes are small stand-alone 
embedded devices that are designed to perform specified 
computations and to send and receive data. A WSN system 
includes a number of sensors gathering data from the local 
environment that is being monitored. WSN’s have been 
employed in both military and civilian applications, such as 
target tracking, habitant monitoring, environmental 
contaminant detections and precision agriculture [3][4]. 

 

II.  SOIL MOISTURE SENSOR DESIGN AND 
CONSTRCTION  

The sensor system design can be divided into two main 
parts.  These are the soil moisture sensor and the wireless 
nodes (router and coordinator).  Each soil moisture sensor is 
attached to a router node, and all the router nodes are 
wirelessly connected to the coordinator node.  The 
coordinator node is connected to the computer via a USB 
interface (refer to Figure 1).  A network may contain 
thousands of nodes. All the measured data can be stored in 
the computer for each region of the vineyard and can be used 
to correlate the wine quality with the soil VWC. 

 

 
Figure 1: System Block Diagram  
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A. Soil Moisture Sensor 

 

 
Figure 2:  Capacitive Probe 

 

The capacitance of the probe in soil is 

 

Cs = εrC0 (1) 

where: 

C0 is the capacitance in air 

Cs is the capacitance in soil 

εr  is the relative permittivity of the soil 

 

The basic principle of operation is to make the capacitive 
probe part of a Hartley oscillator tank capacitor and to 
measure the change in oscillator frequency caused by 
introducing water.  

The dielectric constant of soil mineralogical materials 
varies from 2 to 14, and water has a dielectric constant of 
approximately 80 [5].  Therefore the dielectric constant of 
soil is a reasonable indicator of the VWC of soil.  Adding 
water to the soil changes the dielectric constant, resulting in 
an increase in capacitance of the soil and this causes a 
decrease in the frequency of the oscillator (refer to formula 
2).    

LC
f π2

1=  (2) 

 
The operating frequency of the oscillator is one of the 

critical factors which needs to be considered before 
designing the oscillator.  The complex permittivity of the soil 
(ε) can be defined as: 

 εεε ′′+′= j  (3) 

 

The real part (ε’) and the imaginary part (ε”) respectively 
represent the dielectric permittivity and the conductivity of 
the soil. 

 
Equation (3) can be written as: 

 

ω
σεε j

k −= 0  (4) 

 

where k is the real part of the dielectric constant, 

ε0 is the permittivity of free space (8.85x10-12 F/m), 

σ represents the conductivity of soil (mho/m), and 

ω is the angular frequency (rad/s)  at which the 
measurement is made [6]. 

It has been found that for frequencies higher than 10MHz, 
the imaginary part of the complex permittivity has an 
insignificant effect [7, 8, and 9]. 

The Hartley oscillator is designed to operate at 16MHz 
when the surrounding soil is fully dry.  The sensor has a full 
frequency range of 1MHz variance from fully dry to 100% 
wet.  Therefore the effective range of the sensor is 16MHz 
down to 15MHz as the soil moisture content changes from 
0% to 100%.  

The output of the oscillator is fed into a frequency down 
converter.  The down converter multiplies the input signal 
with a 16MHz reference signal from the microcontroller 
crystal, producing a signal with two frequency components. 
The higher component is filtered out using a low pass filter 
and the lower frequency component is fed into a comparator 
and converted into a square wave.  The square wave is then 
fed into the Input Capture interrupt input on the ATmega16 
microcontroller. From the timing measurement on this 
signal, the microcontroller calculates the input frequency and 
this is then sent to the wireless microcontroller for 
transmitting (refer to Figure 3). 
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Figure 3: Soil Moisture Sensor Block Diagram  
 

The soil moisture sensor needs to be calibrated. This is 
achieved by adjusting the variable inductor core to obtain an 
oscillator frequency of 16MHz in a dry soil sample.  The 
microcontroller soil calibration is performed by comparing 
with an accurate commercial soil moisture sensor (Delta-T 
Devices HH2) (refer to Figure 4).  Both the Delta-T HH2 soil 
moisture sensor and the capacitive soil moisture sensor were 
placed into same soil sample and the frequency from the 
capacitive sensor was recorded against the measured soil 
moisture level from Delta-T HH2 soil moisture sensor. Once 
data is recorded, the relationship between the frequency 
output and soil moisture level can be formulated and 
programmed into the ATmega 16 micro controller.  
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Figure 4: Delta-T HH2 Commercial Soil Moisture Sensor  

B. Wireless Sensor Network 

In this application, a mesh topology is used to increase the 
reliability and scalability of the network. This system is an ad 
hoc multi-hop system. The mesh network is based on the 
ZigBee protocol, which means each router node can be used 
to send and receive data. In this manner, the network consists 
of multiple redundant communication paths, which can be 
used in the event of a node failure. Therefore, data will 
always reach its destination reliably, via the intermediate 
nodes (refer to Figure 5) [10]. 

The ZigBee mesh network has three important properties: 
it is self-configuring, self-healing and scalable. A ZigBee 
mesh network configures itself automatically. The network 
identifies new nodes and automatically includes them in the 
network. According to the ZigBee mesh network standard, it 
can support up to 65,536 network nodes (clients) [10].  

 

 
 

Figure 5: Mesh Network Topology Used in the Soil 
Moisture Experiment Setup 

 

In order to create a wireless sensor network, the ZigBee 
wireless protocol based CC2431 micro controller is used. 
The key features of this microcontroller include: on-chip 
2.4GHz wireless radio, 128KB in-system programmable 
flash and a hardware based location awareness engine. The 
main controller unit has a printed circuit board (PCB) 
antenna and onboard power regulation. All the input/output 
ports are connected to two headers. 

 

1) Router Node 
The router node can be divided into a sensor module and a 

wireless module. The ATmega16 microcontroller collects the 
sensor reading via its Input Capture interrupt and sends the 

data to the CC2431 wireless microcontroller via RS232. The 
CC2431 wirelessly transmits the data to the USB coordinator 
dongle via the ZigBee mesh network. The sensor unit is 
powered from a 12V battery pack. Due to flash memory 
limitations, raw data is sent to the base station coordinator 
without any processing. The base station converts the 
frequency reading into appropriate values using conversion 
factors.  

 

 
Figure 6: Soil Moisture Sensor  

 

2) Coordinator Node  
The coordinator node is used to collect the information 

from the network and transfer the data to the computer via a 
USB port. This board is powered through the computer USB 
power supply. Data received from the network sensors are 
transferred to an RS232 to USB converter. The converter 
sends the RS232 data to the computer via the USB port (refer 
to Figure 7).  

 

 
Figure 7: Base Station with Coordinator Node 

 

Each time a new node is connected to the network, the 
coordinator identifies the node and issues it with an IEEE 
address. When communicating with the nodes, the 
coordinator identifies each node using its allocated IEEE 
address.  

III.  RESULTS 

The first prototype soil moisture sensor units have been 
developed at Auckland University of Technology, New 
Zealand.    

A test mesh network was established with four router 
nodes and one coordinator node. This was used to test the 
system communications.  Due to the micro scale soil 
moisture detection typically required, a 10m grid network 
was used. The maximum communication range of the 
wireless unit is 100m in an open area.  According to the 
user’s requirements, data was stored at 10 second intervals. 
This data sampling rate can be adjusted according to the 
user’s requirements. The communications test was 
successful. 

An initial experiment has been conducted to test the 
operation of the soil moisture sensor.  Using the capacitive 
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sensor, the frequency was measured in a soil samples and 
compared with soil moisture measurements made using the 
Delta-T HH2 soil moisture sensor. The raw data is plotted on 
Graph 1.  

 

 
Graph 1: Soil Moisture Content vs Sensor Frequency 

 

The relationship between soil moisture and capacitance 
can be formulated as follows. Assume that dry soil consists 
of solid material with air gaps, and that the proportion of 
space filled by soil is p. When water is added, the water 
displaces some air from the gaps. The water content M is the 
proportion of air that has been displaced. It is assumed that 
no solid material disspolves in the water. Then the 
capacitance of wet soil is given by 

 

Cs = (pks + (1-p)Mkw + (1-p)(1-M)) C0 (5) 

where: 

C0 is the probe capacitance in air 

Cs is the probe capaitance in wet soil 

ks is the dielectric constant of the soil matter 

kw is the dielectric constant of water 

p is the proportion of soil matter 

M is moisture content of the soil 

 

When M = 0, the capacitance of dry soil is: 

 

Cs = (pks + (1-p))  C0 

 

This includes terms due to the soil matter and air gaps. 

When M = 1, capacitance of saturated soil is: 

 

Cs = (pks + (1-p) kw) C0 

 

This includes terms due to the soil matter and gaps 
completely filled with water. 

 

Overall, (5) can be written as 

 

Cs = ( (pks + (1-p)) + M(1-p)(kw - 1) ) C0 (6) 

 

The variation of Cs is linear in M. 

 

Cs = (a+ bM) C0 (6) 

where a and b are calibration constants. 

From equation 2 we can derive the relationship between 
the measured frequency f and soil moisture content as 

 

4π2f2LCs = 1 (7) 

 

We expect a graph of 1/f2 versus M to be a straight line. 
This is plotted in Graph 2 for the measured results. 

 

 
Graph 2: 1/Frequency2 vs Soil Moisture Content 

 

The relationship does not fit the model well and further 
investigation of these results is required. It has been found 
that the commercial soil moisture meter has a limited range 
(10% to 50%).  Therefore in future testing, the experiment 
method needs to be changed.  The proposed testing method 
is to weigh the soil sample and add a known weight of water 
so the actual moisture content can be reliably estimated over 
a wide range of values.  The resulting data will be used to 
investigate the relationship between soil and capacitance in 
more detail.  

IV.  CONCLUSION AND FUTURE WORK  

This paper describes the design and construction of a 
wireless soil moisture sensor.  The design is based on the 
Hartley oscillator frequency variation caused by the soil 
moisture content.   

The total cost of the sensor unit is approximately US$70. 
The cost of the electronics is approximately US$30 but the 
most expensive part is the aluminium case used for 
underground shielding, which costs approximately US$40 to 
construct.   

Power management could be improved by introducing 
renewable energy sources, such as solar or wind energy to 
charge the batteries, but this may increase the total cost of 
the nodes. However use of renewable energy sources would 
support long term sustainability and reduce maintenance 
costs.   
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