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Abstract

A permeability–porosity relationship is obtained for use in computational

fluid dynamics (CFD) modelling of desalination and fluid flow in sea ice.

This functional relationship is derived from laboratory data from the

literature on unidirectional saltwater ice formation. Calibration is

performed with the CFD model, combined with field measurements of the

stable salinity profile of sea ice. A Monte Carlo percolation model is used to

obtain a relationship between effective and total porosity, supporting a

simple analytical approximation. Comparison of the permeability–porosity

relationship with data from the literature shows consistency within an

order of magnitude. Systematic differences could be due to differences in

growth conditions.
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1 Introduction

Fluid flow in sea ice is directly relevant to the sea ice heat and mass

balances. It is largely responsible for the desalination of growing sea ice

that determines the salt flux into the ocean (McPhee and Stanton, 1996;

Haarpaintner et al., 2001) and the salinity of young sea ice (Nakawo and

Sinha, 1981; Eicken, 1992). In the melt season, it affects the salt budget

(Eicken et al., 2002), heat transport (Lytle and Ackley, 1996; Eicken et al.,

2002; Kottmeier et al., 2003), and sea ice albedo (Fetterer and Untersteiner,

1998; Haas et al., 2001; Perovich et al., 2002; Eicken et al., 2004). It further

affects the sea ice mass balance through surface flooding and snow ice

formation (Eicken et al., 1995; Lytle et al., 2000; Maksym and Jeffries,

2000; Kottmeier et al., 2003), and to a lesser extent through meltwater

percolation and bottom ice formation (Eicken, 1994; Jeffries et al., 1995;

Eicken et al., 2002).

In this paper, a computational fluid dynamics (CFD) model is

introduced to simulate fluid flow through sea ice in the absence of air

inclusions. The governing equations require a parameterisation of sea ice

permeability, Π. Permeability is a function of the structure of the porous

ice matrix, and the simplest way to parameterise this structure is through

its brine volume fraction, i.e. the total porosity ft. However, when only

fluid flow through the porous medium is of concern, the effective porosity

fe, i.e. the volume fraction of the interconnected pore space, may be a

suitable alternative parameter to describe sea ice and its permeability. In

either case, the development of preferred flow paths in sea ice affects the

permeability–porosity relationship (Freitag, 1999; Freitag and Eicken, 2003).

In the present work, we will therefore limit our focus to the development of

a permeability–porosity parameterisation appropriate for the case of

growing sea ice (Petrich et al., 2004). The total porosity is chosen as a

reference since this quantity is directly available in CFD model calculations
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as a result of energy and mass conservation. Currently, permeability data

for sea ice are scarce, and a relationship between effective and total porosity

in sea ice is presently not available. In order to increase the amount of data

with which to compare our results, we will therefore make a first attempt to

obtain a relationship between total and effective porosity in sea ice.

Consistent with Freitag (1999), the effective porosity refers to the volume

fraction of the interconnected pore space (cf. Zhang et al., 1994; Knackstedt

and Cox, 1995). However, a definition of effective porosity as the volume

fraction of interconnected pore space less the volume fraction of dead-end

pores has also been used previously (Koponen et al., 1997).

Permeability parameterisations as functions of total porosity have been

used previously in numerical simulations of young sea ice (Medjani, 1996;

Maksym and Jeffries, 2000; Oertling and Watts, 2004). Medjani (1996) and

Oertling and Watts (2004), in two–dimensional CFD simulations of sea ice

growth, treat the frictional effect of sea ice on brine motion by modifying

the viscosity of the fluid in regions of large liquid volume fractions, and

follow an isotropic permeability parameterisation after Kozeny–Carman for

small liquid volume fractions. The parameterisation chosen is not based on

measurements. The vertical salinity profiles obtained are of almost

homogeneous salinity (Oertling and Watts, 2004), unlike the characteristic

C–shape typically observed in sea ice (Weeks and Ackley, 1986). Maksym

and Jeffries (2000), in one–dimensional simulations of flooding of sea ice,

use a permeability parameterisation after Kozeny–Carman that has been

fitted to a few scattered permeability measurements in sea ice (Saeki et al.,

1986) and in compacted snow (Kuroiwa, 1968). Compacted snow may,

however, be an inadequate model for the columnar sea ice of interest here.

In the absence of a suitable permeability parameterisation, we will derive

an expression based on an interpretation of laboratory experiments of Cox

and Weeks (1975) in NaCl ice. Cox and Weeks investigated the desalination
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of artificial sea ice that grows from a constant temperature interface. They

obtain data on the rate of desalination as function of total porosity and

temperature gradient, which is the foundation for the development in

Section 3.

Since there may not be a unique permeability–porosity relationship

applicable to sea ice in all situations, we only consider first–year sea ice

during the growth season, which is in accord with the experiments of Cox

and Weeks (1975). The fluid dynamics simulations treat flow through sea

ice as flow through a porous medium (Bear and Bachmat, 1991).

A Monte Carlo percolation model is used to assess the relationship

between total and effective porosity. The platelet structure of sea ice is

taken into account by discriminating between brine layers, i.e. volumes

penetrated by pockets, and ice platelets, i.e. volumes almost inaccessible to

pockets. The exclusion of pockets from crystal volumes in percolation

models of porous media has previously been applied to different porous

materials to explain the magnitude of the critical porosity, fc, below which

the effective porosity vanishes (Janzen, 1975; Kusy, 1977; Golden et al.,

1998; Blower, 2001). The present model supposes that the inclusion

distribution in sea ice is statistically uniform, which is an assumption that

has been used before (Eicken, 1991; Cole et al., 2004).

2 Computational fluid dynamics model

2.1 Introduction

Sea ice growth is treated as the flow of a Newtonian fluid in a

two–dimensional domain that is partly pure liquid, and partly porous ice

(Bear and Bachmat, 1991). The solid matrix of the porous medium is

stationary in position, but time variable as governed by the phase change.

The governing equations reduce to the Navier–Stokes equations with the
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Boussinesq approximation in the liquid region, while flow in the porous

medium is dominated by friction that is expressed through a term after

Darcy (Brinkman, 1947). Permeability is treated as a function of local total

porosity. The porous medium undergoes phase change, and local

thermodynamic equilibrium is assumed. The numerical implementation is

based on the finite volume method with a staggered rectangular grid

(Patankar, 1980). The set of governing equations are discretised with

first–order discretisation schemes, and they are solved iteratively for each

time step (Petrich, 2005). The time step is automatically adjusted during

the simulation to keep the Courant number, i.e. the ratio between the time

step and the characteristic convection time, below 0.1 in all computational

cells (Ferziger and Perić, 2002).

2.2 Governing equations

The governing equations are expressed in terms of local, intrinsic volume

averages of temperature, T , solute concentration in the liquid, C, and

horizontal and vertical fluid velocity components u and v, respectively. The

volume averaging method has been used to derive the governing equations

(e.g. Ganesan and Poirier, 1990; Bear and Bachmat, 1991; Petrich, 2005).

Unless otherwise stated, all physical properties of liquid and solid, for

example density and heat capacity, are assumed to be constant locally, i.e.

within the averaging volume (representative elementary volume) δV .

The volume–averaged mass conservation equation is

[

1 −
ρs

ρl

]

∂ft

∂t
+

∂(ftu)

∂x
+

∂(ftv)

∂y
= 0, (1)

where u and v are the fluid velocity components in the x and y directions,

respectively, ft is the total porosity, and ρl = 1000 kgm−3 and

ρs = 918 kgm−3 are the constant densities of liquid and solid, respectively,

that characterise volume change during the phase transition.
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The volume–averaged momentum conservation equations are

ρl

[

∂(ftu)

∂t
+

∂(ftuu)

∂x
+

∂(ftu v)

∂y

]

= µ

[

∂2(ftu)

∂x2
+

∂2(ftu)

∂y2

]

− ft
∂p

∂x
− ft

µ

Π
ftu, (2)

ρl

[

∂(ftv)

∂t
+

∂(ftv u)

∂x
+

∂(ftv v)

∂y

]

= µ

[

∂2(ftv)

∂x2
+

∂2(ftv)

∂y2

]

− ft
∂p

∂y
+ ftρ g − ft

µ

Π
ftv, (3)

where ρ is the variable density of the liquid in the buoyancy term (third

term on the right hand side of (3)), which is a function of brine salinity and

temperature (Fofonoff and Millard, 1983), µ = 1.8 × 10−3 kgm−1 s−1 is the

dynamic viscosity, p the pressure, Π is the characteristic, isotropic

permeability of the porous medium, and g = −9.8 ms−2 is the acceleration

due to gravity, which is assumed to be parallel to the y–direction.

The volume–averaged form of the energy balance equation is

ρc
∂T

∂t
+ ρlcl

∂(ftuT )

∂x
+ ρlcl

∂(ftv T )

∂y

=
∂

∂x

[

k̄
∂T

∂x

]

+
∂

∂y

[

k̄
∂T

∂y

]

− [T∆(ρc) + Lρs]
∂ft

∂t
, (4)

where T is the temperature of solid and liquid, L = 334 × 103 Jkg−1 is the

latent heat of fusion at T = 0 ◦C, and the average quantities in the porous

medium are defined as

ρc = ftρlcl + (1 − ft) ρscs, (5)

∆(ρc) = ρlcl − ρscs (6)

k̄ = ftkl + (1 − ft) ks, (7)

with the specific heat capacities cl = 4.2 kJkg−1 K−1 and

cs = 2.0 kJkg−1 K−1, and heat conductivities kl = 0.56 Wm−1 K−1 and

ks = 2.1 Wm−1 K−1 of liquid and solid, respectively.
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The volume–averaged solute conservation equation is

ft
∂C

∂t
+

∂(ftuC)

∂x
+

∂(ftv C)

∂y

=
∂

∂x

[

ftD
∂C

∂x

]

+
∂

∂y

[

ftD
∂C

∂y

]

− C
∂ft

∂t
, (8)

with the concentration C of solute in the liquid, and the solute diffusion

coefficient D = 3 × 10−10 m2 s−1.

Finally, an equation is needed that governs phase transitions.

Supposing local thermodynamic equilibrium, in any volume δV the

temperature T is equal to the freezing point TF of the brine of

concentration C,

T = TF (C). (9)

With consideration given to latent heat release and solute partition at the

microscopic interface, (9) constitutes a condition for the change of local

liquid volume fraction required to establish thermodynamic equilibrium.

2.3 Freezing front treatment

When simulating sea ice growth, the initial condition is usually a water

temperature very close to the freezing point so, if heat is removed, the

water quickly becomes supercooled. Since local thermodynamic equilibrium

is enforced, supercooling is turned immediately into ice formation. The

model in its present form would therefore predict rapid formation of a small

ice fraction throughout much of the domain. Depending on the

permeability parameterisation imposed this could lead to an artificial flow

resistance. In reality, on the scale of the finite volume grid, a freezing front

can be defined as having pure liquid on one side, and a porous medium on

the other side. To simulate the freezing front, ice formation is allowed only

in volumes that either already contain ice, or have a sufficiently high ice

fraction, 1 − fi, at a minimum of one of their interfaces, where fi is the

liquid volume fraction at the interface. The solid fraction, 1 − fi, at the
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interface of a cell is calculated from linear extrapolation of the solid fraction

of two neighbouring cells (see Figure 1).

A reasonable value for fi can be estimated from experiments on the

solidification of Pb–Sn alloys (Stewart and Weinberg, 1972). Using

radioactively tagged lead they find that fluid flowing past the interface

penetrates the dendritic interface to the point where the solid volume

fraction is 1− ft = 0.12 to 0.22. Further, the salinity is independent of fi for

1 − fi ≥ 0.2, as will be shown in Section 3.3. The solid volume fraction at a

cell interface is therefore required to reach 1 − fi = 0.2 before ice can form.

3 Permeability from desalination of sea ice

Cox and Weeks (1975) have measured the rate of gravity drainage from

laboratory grown sea ice above the skeletal layer. They present data deemed

unaffected by brine expulsion, and give a fit function that can be written as

∆Sice

∆t
= −A (ft − fc)

∆T

∆y
, (10)

where A = 3.37 × 10−6 psums−1 K−1 and fc = 0.05 are constants, ft > fc,

and the temperature gradient is ∆T/∆y > 0. Since the quality of that fit is

not apparent from the figures in linear scale (Cox and Weeks, 1975), the

data points of their figures have been resampled (shown in Figure 2), and

fitted to a power law (Petrich et al., 2004). The best fit parameters to the

equation

∆Sice

∆t
= −A (ft − fc)

γ ∆T

∆y
, (11)

are A = 4.2 × 10−6 psums−1 K−1, fc = 0.054, and γ = 1.2 (Figure 2).

Assuming that, within error, ∆Sice = ∆Cice, i.e. that a change in

salinity (in psu) is equal to a change in concentration (in kgm−3), and that

local thermodynamic equilibrium applies, i.e. ∆T = m∆C, where m is the

slope of the liquidus, equation (11) can be expressed as

∆Cice

∆t
= −m A (ft − fc)

γ ∆C

∆y
. (12)
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By comparing (12) to the one–dimensional solute advection equation in a

material of homogeneous porosity (cf. equation (8)),

∂ftC

∂t
+ ftv

∂C

∂y
= 0, (13)

an expression is obtained for the gravity driven, effective desalination mass

flow in sea ice during ice growth,

ftv = −m A (ft − fc)
γ . (14)

After substituting (14) into Darcy’s law for one–dimensional flow,

−∇p =
µ

Π
ftv, (15)

the permeability Π takes on the form

Π =
µ m

∇p
A (ft − fc)

γ . (16)

We assume that a single characteristic porosity, ft, can be used to describe

the desalination process in unidirectional sea ice growth in an environment

of permeability, Π, and that the driving pressure gradient, ∇p, is

approximately independent of the conditions of growth in the cases

considered. The characteristic, isotropic permeability, Π, used to describe

the desalination process in sea ice is therefore

Π ∝ (ft − fc)
γ . (17)

The constant of proportionality in (17) will be fitted so that the

computer model yields realistic salinity profiles. In order to define what is

realistic, we exploit the observation of Nakawo and Sinha (1981) that the

initial change in the salinity of newly forming sea ice is rapid, but that

salinity is relatively constant thereafter. The latter, quasi-constant sea ice

salinity, Sice, is termed the stable salinity. Their field data of growth rate,

w, and the ratio between stable salinity, Sice, and salinity of the seawater,

S0, can be fitted to

Sice

S0

= 0.19

(

w

w0

)0.46

, (18)
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where the reference velocity, w0 = 1.35 × 10−7 ms−1, is the mean freezing

front velocity of the data set. Equation (18) is quantitatively similar to the

best fit line given by Kovacs (1996) through data of both Nakawo and

Sinha (1981) and Wakatsuchi (1983). However, some laboratory

experiments (Cox and Weeks, 1975; Eicken et al., 1998) suggest a lower

stable salinity, consistent with the sea ice growth model of Cox and Weeks

(1988). The model of Cox and Weeks (1988) leads to the relationship

Sice

S0

= 0.11

(

w

w0

)0.41

(19)

for growth velocities between 3 × 10−8 ms−1 ≤ w ≤ 3 × 10−6 ms−1 and ice

surface temperatures below approximately −14 ◦C (Petrich, 2005).

However, it also suggests that the relationship depends on the air

temperature, with ice growing at higher air temperatures exhibiting a lower

salinity. Other factors, for example under-ice currents (Feltham et al.,

2002), may also influence the salinity of sea ice, and maybe responsible for

the difference between (18) and (19).

The computer model from Section 2 is used to find the constant of

proportionality in (17) by matching the simulated salinity profiles to the

predictions of (18), based on the simulated vertical freezing front velocity.

3.1 Vertical permeability component

Having found a characteristic, isotropic permeability for sea ice, Π, that is

suitable for CFD modelling, we now estimate the corresponding vertical

permeability component, Πv, that is suitable for comparison with data in

the literature. A transformation between characteristic permeability and

the vertical permeability component has previously been applied to

experimental data (Freitag, 1999; Freitag and Eicken, 2003; Eicken et al.,

2004). However, that transformation is designed for a flow path not

applicable to natural desalination of sea ice.
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In order to estimate the vertical permeability component from the

characteristic permeability, Π, we assume that a typical desalination path

exists, and furthermore that the relationship between horizontal Πh1,2 and

vertical Πv permeability components is well defined (Figure 3). Freitag

(1999) reports that even horizontal sea ice permeability is anisotropic, and

reports, up to almost one order of magnitude difference between the two

orthogonal components Πh1 and Πh2. However, for simplicity we follow

Freitag and Eicken (2003) by assuming that the relationship between the

three orthogonal permeability components in sea ice can be expressed as

Πh1 = Πh2 =
1

κ
Πv, (20)

where κ is the ratio of vertical and horizontal permeability, and the

permeability is horizontally isotropic.

Similar to Freitag and Eicken (2003), we further neglect variations of

the permeability along the desalination flow path other than due to

anisotropy. Defining the flow resistance R as

R ∝
1

Π
, (21)

the resistance to flow in direction φ along an infinitesimal line element ds

(Figure 4) is

R(φ) ds =

[

(

Rh cos φ
)2

+
(

Rv sin φ
)2

]1/2

ds, (22)

where Rh and Rv are proportional to the reciprocals of the horizontal and

vertical permeability, respectively. The average flow resistance along flow

path l is calculated from

Ravg =
1

l

∫

l

R(φ(s)) ds. (23)

For the simple case of a path of inflowing seawater and outflowing

brine that resembles a half circle (i.e. a simplification of the path sketched
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by Worster (1992) and by Wettlaufer et al. (1997)) as illustrated in

Figure 4, Ravg is expressed as

Ravg =
1

π

∫ 3π/2

π/2

[

(

Rh cos φ
)2

+
(

Rv sin φ
)2

]1/2

dφ. (24)

With Rh = κ Rv from (20) it follows that

Ravg = Rv
1

π

∫ 3π/2

π/2

[

1 + (κ2
− 1) cos2 φ

]1/2

dφ. (25)

Equation (25) shows that Ravg = Rv for κ = 1. Further, Ravg = 2/πRv as

κ → 0, and (25) can be approximated with less than 5 % error for κ ≥ 3 by

Ravg =
2κ + 0.5

π
Rv for κ ≥ 3, (26)

so that from (21),

Πv =
2κ + 0.5

π
Π for κ ≥ 3. (27)

The half–circle flow path allows us to estimate the vertical permeability

component, Πv, directly from the characteristic permeability, Π, as a

function of sea ice anisotropy, κ. The permeability derived from (27)

represents the upper limit on vertical permeability (with lower limit

Πv = Π), if the flow path is narrower than assumed. Freitag (1999) finds

that the anisotropy of sea ice is κ = 10 to 100, which according to (27) leads

to a vertical permeability that is higher than the isotropic permeability by

a factor 7 to 64. Freitag and Eicken (2003) report a typical value of κ = 10.

3.2 Results for sea ice permeability

The constant of proportionality for the permeability function (17) will be

determined next. The requirement imposed on that constant is that it

should cause the numerical model developed in Section 2 to produce ice

sheets of horizontally averaged vertical salinity profiles predicted by the

expression for the stable sea ice salinity (18), based on the simulated

vertical sea ice growth velocity, w. The task is reasonably straight–forward

with only one parameter to determine.
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The ice growth velocity, w, is determined from the time difference

between two adjacent rows reaching an average solid fraction above

1 − ft = 10−5. The computational domain is periodic in horizontal

direction. Initially, the water is of salinity S0 = 36 psu and the temperature

is 1 mK above the equilibrium freezing temperature. The upper boundary

has a no-slip (u = v = 0), constant temperature surface. Since the density

of solid and liquid are different, the lower boundary is “open”, allowing

fluid to advect into and out of the domain. In the present simulations,

u = 0 and ∂v/∂y = 0. Fluid advecting into the domain is of the same

temperature and salinity as the initial condition of the simulation. Diffusive

exchange of solute and heat does not take place across the open boundary.

We find by trial–and–error that

Π = 1.0 × 10−10 m2 (ft − 0.054)1.2 for 0.054 < ft < 1, (28)

Π → ∞ for ft = 1, and Π ≤ 1 × 10−13 m2 for ft ≤ 0.054 produces

appropriate salinity profiles.

Example calculations for ice grown from the upper surface with a

constant temperature boundary condition of either −10 ◦C or −20 ◦C in a

horizontally periodic domain are shown in Figures 5(a) and (b) (cf. Petrich,

2005). Figure 5(a) is a superposition of three scatter plots at −10 ◦C and

five scatter plots at −20 ◦C for calculations with various grid and domain

sizes. A certain amount of scatter that resembles natural variability of

salinity profiles (Bennington, 1967; Cottier et al., 1999) is clearly visible.

The bottom sections of the profiles where the salinity profile has not yet

been stabilised are not shown for clarity. Figure 5(b) shows two example

profiles with particularly little scatter. The domain size is 1.28 m × 1.28 m,

and the grid is 16 × 16. The salinity profiles follow the typical C–shape.

Using (27), the expected vertical permeability is, with an anisotropy of

κ = 10,

Πv = 7 × 10−10 m2 (ft − 0.054)1.2. (29)
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3.3 Influence of freezing front definition on the

salinity profile

Since the seawater is at its freezing temperature, a freezing interface

definition has been introduced in Section 2.3. According to this definition,

ice formation can be initiated in a cell only if the porosity at any of its

boundaries falls below the free parameter fi. The sensitivity of the salinity

profiles to fi will be investigated in this section.

One consequence of the introduction of a constraint on freezing is that

water is allowed to supercool in purely liquid cells. This leads to an ocean

heat flux if the water is advected through the open boundary since water

advected into the domain is hotter. For a sea ice sheet of thickness 1.08 m,

Table 1 lists the mean conductive heat flow through the upper boundary,

F c, the mean advective heat flow through the bottom boundary, F a, and

the sum of the mean rate of latent and sensible heat stored within the

domain, F h. The mean heat flows are defined as

F c =
1

t1.08 m

1

x0

∫ t1.08 m

0

∫ x0

0

(

k
∂T

∂y

)

dx dt at y = ytop, (30)

F a =
1

t1.08 m

1

x0

∫ t1.08 m

0

∫ x0

0

ρlcl (vT ) dx dt at y = ybottom, (31)

with positive flows being into the domain, and

F h =
1

t1.08 m

1

x0 y0

∫ y0

0

∫ x0

0

{

[

T∆(ρc) − (1 − ft)Lρs

]

t=t1.08 m

−
[

T∆(ρc) − (1 − ft)Lρs

]

t=0

}

dx dy, (32)

where x0 = 0.72 m and y0 = 1.44 m are the horizontal and vertical extent of

the domain, respectively, and t1.08 m is the time at that the freezing

interface has reached 1.08 m. The heat flows balance, i.e. F c + F a = F h,

illustrating that the simulations are consistent. The ocean heat flow, F a,

increases with increasing solid volume fraction at the interface, 1 − fi,

leading to an increased time for ice formation, t1.08 m. In reality, most of the

supercooling would probably be released by growing ice platelets.
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Profiles of horizontally averaged sea ice salinity are shown in Figure 6,

and compared with the profiles expected from the actual growth velocity,

w, based on equation (18). The expected salinity profiles for

0.1 ≤ 1 − fi ≤ 0.5 coincide with each other to within 1 psu, the differences

being due to the fi–dependence of the growth velocity (see above). The

expected profile for 1 − fi = 0.8 is significantly smaller for the same reason.

Predictions close to the upper interface of the ice sheet are unreliable since

they are based on growth velocities outside the scope of equation (18). The

high salinity data in the upper 120 mm show that desalination of sea ice

begins after a critical thickness is reached. A similar effect has been

described before for laboratory experiments (Wettlaufer et al., 1997). The

sea ice salinity is systematically higher than predicted from (18) at the

bottom 120 mm since the ice is still in the process of desalination.

In spite of vastly different growth rates, the average salinity profiles do

not show an obvious dependence on fi for 1 − fi ≥ 0.2. Since the

temperature gradient at the time of ice formation at a given depth is

independent of fi, this may indicate that sea ice desalination is more

strongly affected by the vertical temperature gradient than by the velocity

of the freezing front. Temperature gradient and growth velocity would be

proportional to each other only in the absence of an ocean heat flux.

Occasional incomplete desalination in regions of originally downflowing

brine leads to scatter in the salinity plots.

4 Percolation approach to the relationship

between total and effective porosity

4.1 Model description

In order to enable the comparison of (29) with data of Freitag (1999), a

relationship between total porosity, ft, and effective porosity, fe, is sought
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using a simple Monte Carlo model (Petrich and Langhorne, 2005). Pockets,

representing brine inclusions, are added into a domain, representing sea ice,

and the relationship between total porosity and effective porosity is

evaluated.

In this model, the sea ice sheet is a cubical domain that is riddled with

pockets shaped as rectangular boxes. Rectangular boxes are chosen as the

exact calculation of both total and effective porosities is possible and even

trivial. Pockets are aligned with the sides of the domain. The model is

continuous, i.e. no grid is used. In the course of the simulation, pockets are

sequentially inserted into the domain at random locations. The pockets

have a “soft core”, i.e. they may overlap. If pockets overlap they form a

cluster. After a pocket has been added the total porosity, ft, of the domain

is calculated, accounting for pocket overlap, and the total volume that is

occupied by clusters that connect to both the top boundary and the

bottom boundary is determined (y–direction). The latter volume is the

effective porosity, fe. The domain is periodic in x and in z–directions in

order to reduce finite size effects. The random number generator used is

Mersenne Twister (Matsumoto and Nishimura, 1998; Nishimura, 2000),

implemented as mt19937ar.c, 26 January, 2002, by Makoto Matsumoto

and Takuji Nishimura with 53 bit number generation due to Isaku Wada.

The Monte Carlo model is validated by determining the critical

porosity in both two and three dimensions. As shown by Petrich (2005),

the critical porosities for squares in two dimensions and for cubes in three

dimensions are determined to be f 2D
c = 0.667 ± 0.001 and

f 3D
c = 0.277 ± 0.001, respectively. These results are in agreement with the

results of Baker et al. (2002), f 2D
c = 0.6666 ± 0.0004 and

f 3D
c = 0.2773 ± 0.0002.

The platelet structure of sea ice is approximated by a sandwich layer

model of alternating brine layers and ice platelets as illustrated in Figure 7
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and described by Perovich and Gow (1996). An attempt is made to add

pockets to the domain at random locations. If they fall completely into a

brine layer, treatment is as described above. If they partially or completely

fall into the domain of a platelet, however, they are added only if they

connect to an existing cluster.

The physical significance of this difference is that clusters are allowed

to come into existence and to grow in brine layers, while, in platelets,

clusters are only allowed to grow. The cluster creation is similar to an

observation of Perovich and Gow (1996). At first glance they find, upon

warming, that brine inclusions seem to appear at random locations. Closer

investigation, however, revealed that inclusions already existed at those

locations, but that their sizes were below the detection limit. A similar

observation has been made by Eicken et al. (2000). The insertion of pockets

into the brine layers is therefore equivalent to preexisting brine inclusions

reaching the detection limit. On the other hand, the prohibition of pocket

insertion in the platelet regions means that the only way for inclusions to

interfere with the platelets is by melting or dissolving into them.

We anticipate that this model will produce a percolation threshold, fc,

that can be calibrated by adjusting brine layer thickness, d0, and platelet

spacing, a0, of the stacking sequence in Figure 7. Further, we expect that

the model will yield the desired relationship fe = ft for ft → 1, i.e. in the

skeletal layer.

4.2 Results for effective porosity vs. total porosity

4.2.1 Numerical determination

Figures 8(a) and (b) show the relationship between effective and total

porosity for three example calculations: a two–dimensional domain of

2000 × 2000, a three–dimensional domain of 200 × 200 × 200, and a

sandwich domain of a0 = ∆x = 1000, d0 = 195.1, and ∆y = ∆z = 200,
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respectively. The relationship between a0 and d0 has been selected to yield

a critical porosity of fc = 0.054, which is the critical porosity that is used in

the permeability function (28).

It is clear from Figure 8(a) that a relationship fe = ft is approached for

ft → 1, as expected. Figure 8(b) shows the relationship between fe and

ft − fc. From percolation theory it is expected for an infinite system that

fe = α (ft − fc)
β for ft & fc, (33)

where β ≈ 0.14 in two dimensions, and β ≈ 0.41 in three dimensions

(Stauffer and Aharony, 1992; Sahimi, 1993), and α is an undetermined

constant of proportionality. In infinite systems, the effective porosity is the

volume fraction of the infinite cluster. The straight portions of the double

logarithmic plot of Figure 8(b) can be approximated by the power law (33)

with best–fit parameters summarised in Table 2. The parameters α and β

are determined from averages of three runs each of which produced a

critical porosity to within ±0.001 of the expected value for the cases of two

and three dimensions. The parameters α, β, and fc for the sandwich model

are averages of 16 runs. The exponents β are close to the expected values

for two and three–dimensional systems, respectively.

With parameters from Table 2 for the sandwich model, the relationship

between effective and total porosities is

fe =



















0 for ft ≤ 0.054,

0.34 (ft − 0.054)0.41 for 0.054 < ft ≤ 0.09,

ft for 0.09 < ft,

(34)

where fx = ft = 0.09 is the porosity at which the discontinuity in fe is

minimised. (Equation (34) has a discontinuity in fe of 0.003 at ft = 0.09.)

4.2.2 Analytical approximation

Since the discontinuity at fx is small compared to the scatter expected in

experiments (e.g. Zhang et al., 1994), we may approximate the relationship
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between effective and total porosity based on the expectation from

percolation theory (33), and the equality of effective and total porosity for

ft → 1. Therefore, using the approximate form

fe ≈



















0 for ft ≤ fc,

α(ft − fc)
β for fc < ft ≤ fx,

ft for fx < ft,

(35)

we suppose that (35) and its first derivative are continuous at a transfer

porosity fx. In this case, fx and α can be expressed as functions of fc, i.e.

fx =
fc

1 − β
, (36)

and

α =
1

β

(

fc
β

1 − β

)1−β

. (37)

For a random percolating system in three dimensions (β = 0.41) with

fc = 0.054 we can calculate from (36) and (37) that α = 0.352 and

fx = 0.0915, similar to (34). Using the same arguments in porous systems

without excluded volume we have in the two (β = 0.139, squares fc = 0.667)

and three (β = 0.41, cubes fc = 0.277) dimensional cases, α = 1.056 and

α = 0.923, respectively, which compares well with the results in Table 2.

Although suitable data for sea ice are presently not available,

experimental data relating effective porosity to total porosity have been

obtained for compressed calcite aggregates (Zhang et al., 1994). Comparing

measurements of total and effective porosity, Zhang et al. find that fe = ft

for high porosities, but deviates from equality for ft < fx = 0.07. They

further note that the effective porosity vanishes for total porosities below

ft ≤ fc = 0.04. While they do not discuss the relationship between fc and

fx, we note that their observation is consistent with (36) with β = 0.41.

4.2.3 Applicability of parameters a0 and d0

A ratio between brine layer width and platelet spacing of

d0/a0 = 195.1/1000 has been selected as it results in the desired critical
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porosity of fc = 0.054 for the sandwich model. This ratio is realistic for sea

ice, as shall be shown now.

Anderson and Weeks (1958) find that the brine film between platelets

breaks up into individual, discernable brine inclusions when its width falls

below 70 µm. Using the development of Nakaya (1956), they reason from

the resulting mean inclusion size and separation that the break-up into

inclusions may be governed by surface tension. However, they did not

propose a reason for a value of 70µm.

Assuming that microscopic inclusions form within the volume of the

original brine film width, 70µm is the brine layer width, d0, of the sandwich

model above. The brine layer width, d0, is thus invariant during subsequent

temperature decrease, even though the size of the brine inclusions is

temperature dependent. For a brine layer width of d0 = 70 µm, the

corresponding platelet spacing is a0 = 70 µm × 1000/195 = 360µm. The

platelet spacing of sea ice varies weakly with the ice growth velocity (Weeks

and Ackley, 1986). The expressions given by Lofgren and Weeks (1969) and

Nakawo and Sinha (1984) both show that a platelet spacing of a0 = 360µm

can be expected at a growth velocity of 2.8 × 10−7 ms−1, which is a realistic

value for sea ice.

5 Results and analysis

5.1 Comparison of permeability–porosity

relationships

We will compare the vertical permeability parameterisation obtained in this

paper with bail test measurements in the Arctic and with laboratory

experiments.

From bail test measurements in the Arctic, Freitag (1999) gives two

relationships between the vertical permeability and effective porosity. They
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are, in our notation, for young first–year sea ice

Πv = 3 × 10−8 m2 f 3.9
e for 0.05 ≤ fe ≤ 0.2, (38)

and for old first–year, multiyear, and ridged sea ice

Πv = 6 × 10−10 m2 f 1.6
e for 6 × 10−4

≤ fe ≤ 0.6. (39)

Data scatter by ±0.5 orders of magnitude in the case of young first–year

sea ice, and by ±1 order of magnitude in the case of old sea ice.

Eicken et al. (2004) give the following best fit line from bail test

measurements for the vertical permeability as a function of total porosity,

Πv =







4.708 × 10−14 m2 exp(76.90 ft) for ft ≤ 0.096,

3.738 × 10−11 m2 exp(7.265 ft) for ft > 0.096.
(40)

However, details of the investigated sea ice are not given, data are not

shown, and the outer limits of the porosity range are not stated. Figure 9

shows the vertical permeability–total porosity relationship (29) (this work),

(38) (Freitag, young ice, scaled with (34)), (39) (Freitag, old ice, scaled

with (34)), and (40) (Eicken et al. (2004)). Also plotted for reference are

the data of Cox and Weeks (1975) on which the permeability function of

this work is based, scaled according to the development in Section 3.

Maksym and Jeffries (2000) compile laboratory measurements of sea ice

permeability of three groups. They estimate the porosity of the investigated

sea ice in two instances (Saito and Ono, 1978; Ono and Kasai, 1985), where

porosity measurements were not given. Sea ice permeability data given by

Maksym and Jeffries (2000) in their figure 3 are also shown in Figure 9.

Although derived from different sea ice samples, the permeability

measurements shown in Figure 9 agree in order of magnitude with the

permeability–porosity relationship of this paper.
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6 Discussion and conclusion

A two–dimensional computational fluid dynamics model has been

introduced to simulate fluid flow through sea ice, including the effects of

phase transition and volume expansion during freezing. Although applied

to unidirectional sea ice formation in this paper, it may be useful for

modelling fluid flow in more complex geometries, such as refreezing cracks

(Petrich et al., 2003; Petrich, 2005).

Based on laboratory experiments of Cox and Weeks (1975), calibrated

with field experiments of Nakawo and Sinha (1981), a permeability–porosity

parameterisation has been developed that is suitable for the simulation of

desalination during unidirectional sea ice growth. This

permeability–porosity relationship is in quantitative agreement with

measurements of other groups. However, there is considerable scatter

among these measurements that may arise because the stable salinity of sea

ice is not a function of growth velocity, only. As a result, sea ice

permeability may be somewhat dependent on growth conditions,

contributing to these differences between experiments.

Complete desalination of the sea ice sheet is prevented in the present

computational fluid dynamics simulation by a strong reduction of

permeability as the total porosity reaches a critical value, fc. However, the

development of pore space that is disconnected from the flow path should

in fact contribute to solute retention significantly (Petrich, 2005). Since the

pore space model is not included in the CFD model used to derive the

permeability expression, the permeability parameterisations (28) and (29)

could possibly underestimate sea ice permeability at total porosities of the

order of fc.

A relationship between effective and total porosity has been developed

for the case of randomly overlapping pockets of equal size in infinite

domains with excluded volume. It has been shown that the numerically
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obtained relationship can be approximated by simple analytical

considerations. The result has been successfully compared to experimental

data on compressed calcite aggregates, however, there is presently

insufficient data available for a comparison in sea ice.

The developed relationship between effective and total porosity applies

to samples of homogeneous structure, which enters the approximations

through the critical porosity fc. Errors can be expected if the investigated

sample spans layers that differ structurally. However, if the sample size is

too small, the measured effective porosity will be larger than the effective

porosity modelled for an infinite system at porosities close to the critical

porosity due to the fractal character of the infinite cluster (Stauffer and

Aharony, 1992).

An interesting implication of the porosity model is that the critical

porosity of sea ice, fc, depends on the structure of the ice, expressed

through brine layer width, d0, brine layer spacing, a0, and f 3D
c through

(Janzen, 1975)

fc =
d0

a0

f 3D
c . (41)

The value of the critical porosity f 3D
c depends on the pocket shape

(de Bondt et al., 1992; Xia and Thorpe, 1988; Garboczi et al., 1995; Baker

et al., 2002; Yi and Sastry, 2004) and on the pocket distribution (Rintoul,

2000; Blower, 2001; Consiglio et al., 2003; Gaonac’h et al., 2003). As

discussed above, the ratio d0/a0 depends on the conditions at the time of

sea ice formation. Currently, there are no experimental data available for

sea ice that test the relationship between structure and critical porosity.

Some of the ideas applied in this work call for further experimental

investigation. In particular, there is an experimental deficit of work on the

stable salinity of sea ice, and on the relationship between effective and total

porosity in sea ice.
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Table captions

Table 1: Average properties and heat balance for sea ice growth simulations

in a domain 0.72 m× 1.44 m, with a constant surface temperature of −20 ◦C

at the time the freezing front of the sea ice sheet has reached 1.08 m. The

grid size is 12 × 24.

Table 2: Parameters α and β determined from the percolation model in

domains 2000× 2000 (2D, squares), 200× 200× 200 (3D, cubes), and in the

sandwich domain (a0 = 1000, d0 = 195.1, ∆y = ∆z = 200).
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Tables

Table 1

1 − fi 0.1 0.2 0.5 0.8

t1.08 m (106 s) 5.0 5.4 6.3 10
F c (Wm−2) −65 −63 −60 −54
F a (Wm−2) 4 6 9 23
F h (Wm−2) −61 −57 −51 −31
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Table 2

2D 3D sandwich

fit interval ft − fc [2, 6] × 10−2 [1, 10] × 10−2 [3, 30] × 10−3

α 1.050 0.890 0.337
β 0.149 0.404 0.406
fc 0.667 0.277 0.0540
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Figure captions

Figure 1: One–dimensional example of the solid volume fraction profile

close to the interface. Linear extrapolation of the solid volume fraction of

two neighbouring cells (performed in both x-direction and y-direction of the

domain separately) is used to determine the virtual solid volume fraction

1 − fi at the interface.

Figure 2: Gravity drainage data of Cox and Weeks (1975), Figures 30 and

31. Temperature gradients in Km−1: (·) 10 to 60; (◦) 60 to 120; (×) 120 to

180. The linear fit function (10) of Cox and Weeks (1988) with fc = 0.050

(broken line), and the fitted power law (11) with fc = 0.054 and exponent

1.2 (solid line) are shown.

Figure 3: Perpendicular components of sea ice permeability Πh1 and Πh2

horizontally, and Πv vertically.

Figure 4: Schematic of the simplified typical desalination flow path used to

estimate the relationship between isotropic permeability Π and vertical

permeability component Πv.

Figure 5: Comparison of salinity profiles predicted from (18) (dotted lines)

and computed (data points and solid lines) with permeability function (28)

for surface temperatures −10 ◦C (crosses) and −20 ◦C (dots). Shown are

(a) scatter plots of eight calculations (bottom data not shown), and (b) two

complete profiles. Note the different scales.
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Figure 6: Salinity profiles of ice sheets of different 1 − fi at the time the

freezing front of the sea ice sheet has reached 1.08 m. Ice growth is from a

surface at a constant temperature of −20 ◦C in a domain 0.72 m × 1.44 m.

The grid size is 12 × 24, and the domain is periodic horizontally. Simulated

salinity data (markers) are compared with the expected salinity profiles

(lines) which are based on the simulated growth velocity, w, and

equation (18).

Figure 7: Schematic of the periodic stacking of brine layers and ice platelets

in sea ice (sandwich model). The brine layer width is d0, and the platelet

spacing is a0 = ∆x.

Figure 8: Effective porosity fe as a function of (a) total porosity ft, and

(b) total porosity above critical porosity ft − fc for the cases of

two–dimensional (2D), three-dimensional (3D), and sandwich model

domains. The dotted lines follow fe = ft. The critical porosity fc

appropriate for each domain is used in (b). The thin lines in (b) are the

best fit power law functions (33) with parameters listed in Table 2. Note

the different scales in (a) and (b).

Figure 9: Vertical permeability as a function of total porosity. This work

(solid), Eicken et al. (2004) (dashed), scaled Freitag (1999) young ice

(dash–dot), scaled Freitag (1999) old ice (dotted). Data points are the data

of Saeki et al. (1986) (squares); the data of Ono and Kasai (1985) and Saito

and Ono (1978), scaled by Maksym and Jeffries (2000) (crosses); and the

scaled data of Cox and Weeks (1975) (gray dots).
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