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Abstract26

Geomagnetically Induced Currents (GICs) in grounded, conducting infrastructure (e.g.,27

power networks) represent an important space weather hazard. GICs are driven by the28

changing magnetic field at the Earth’s surface. Due to a sparsity of GIC measurements,29

the rate of change of the horizontal geomagnetic field (H ′) is often used as a proxy. We30

focus on one cause of large GICs: Sudden Commencements (SCs) caused by an increase31

in solar wind dynamic pressure. Despite appearing homogeneous in one-minute cadence32

magnetic field data, a systematic variation has been observed in the correlation with the33

resulting GIC, depending on the magnetic local time. We investigate two questions: (a)34

do the data capture SC morphology, and (b) are some SCs intrinsically linked to larger35

GICs?36

We find that one-minute magnetic field measurements underestimate the maximum37

H ′, with systematic local time variation. We introduce an analytical model that describes38

the key components of an SC, the use of which strengthens the correlation between max-39

imum H’ and GIC during SCs (r2 = 0.93).40

We conduct synthetic experiments with our analytical SC model and the GIC and41

geoelectric field models of Southern New Zealand and the United Kingdom, respectively.42

We find that the modeled GIC and geoelectric field linearly scale with the “size” of the43

SC, and non-linearly with the “speed” of the magnetic change. Rotating the magnetic44

signature shifts the geoelectric field and GICs across the network. Forecasting the model45

parameters would enable robust forecasting of SC-related GICs.46

Plain Language Summary47

Adverse space weather can induce anomalous extra currents in power infrastruc-48

ture, posing a risk to its safe operation and the provision of electricity to customers. These49

extra currents are rarely measured directly. Instead we often rely upon a proxy measure-50

ment for monitoring and forecasting, namely the changing ground magnetic field that51

ultimately causes the currents. While the currents have been shown to correlate strongly52

with the proxy measurement, there have been observations of systematic differences in53

the connection. We investigate these differences, showing that magnetic field measure-54

ments of a typical time resolution (one minute) do not capture the properties of the chang-55

ing magnetic field during a key type of event. We create a simple model, showing that56

it well characterizes the magnetic field changes and their relationship with the induced57

currents. We then test how different “types” of magnetic event correspond to the cur-58

rents, finding that the “rise time” of the event can change how effectively the magnetic59

change corresponds to the induced current.60

1 Introduction61

A key space weather hazard is the generation of large, anomalous “Geomagneti-62

cally Induced Currents” (GICs) in conducting infrastructure. Low resistance, high-voltage63

power systems are particularly vulnerable to GICs. Within a transformer such currents64

offset the hysteresis curve of the voltage cycle, which may lead to “hot-spots” that can65

damage the transformer. Further, saturation of the transformer core can distort the wave-66

form, creating additional harmonics that can cause mis-operation and potentially trip67

safety measures (e.g., Boteler, 2003). Accurate prediction of large GICs would enable68

an infrastructure operator to take actions to mitigate GIC impact, potentially prevent-69

ing damage and reducing associated societal costs by more than a factor of 10 (e.g., Oughton70

et al., 2019). Such a mitigation plans have been developed for New Zealand (Mac Manus71

et al., 2023), and were deployed during the large geomagnetic storm in May 2024 (the72

“Gannon storm”, e.g., Grandin et al. (2024); Hayakawa et al. (2025)).73
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GICs are driven by the changing magnetic field at the surface of the Earth, in it-74

self often caused by large, transient ionospheric current systems (approximately 100 km75

overhead). For example, at high latitudes the auroral current systems are critical, while76

at lower latitudes the equatorial electrojet is important. The link between the time-varying77

geomagnetic field and resulting GIC is complex, depending on the 3D conductivity of78

the solid Earth and the resulting induced geoelectric field (e.g., Beggan, 2015; Dimmock79

et al., 2019; Cordell et al., 2021), as well as the relative orientation and properties of the80

power network (e.g., Blake et al., 2018; Mac Manus et al., 2022). Precise translation re-81

quires computationally expensive modeling as well as detailed maps of the subsurface82

electrical conductivity over large regions, necessitating large-scale, expensive surveys. How-83

ever, the one minute rate of change of the horizontal magnetic field, H (i.e., H ′) has long84

been used as a proxy for the GIC (Viljanen et al., 2001) - utilizing the assumption that85

larger rates of change of the geomagnetic field will be linked to larger GIC, for which (ap-86

proximately linear) relationships have been demonstrated (Rodger et al., 2017; Mac Manus87

et al., 2017; Smith, Rodger, et al., 2022, 2024). This in turn has led to a large number88

of methods that attempt to forecast H ′ (e.g., Wintoft et al., 2015; Keesee et al., 2020;89

Madsen et al., 2022; Upendran et al., 2022; Pinto et al., 2022; Florczak et al., 2023), or90

when H ′ will exceed specific, high thresholds (e.g., Pulkkinen et al., 2013; Camporeale91

et al., 2020; Smith, Forsyth, Rae, Garton, et al., 2021; Coughlan et al., 2023). The rate92

of change of the magnetic field has also been used to statistically examine and estimate93

the magnitude of extreme events (e.g., Thomson et al., 2011; Rogers et al., 2020; Fogg,94

Jackman, et al., 2023; Wang et al., 2025). As such it is important to understand the un-95

certainties involved in the relationships between the peak H ′ and GIC.96

Typically, H ′ is calculated using readily available one minute time resolution mag-97

netic field data. The use of 60 s data to calculate H ′ naturally smooths the data such98

that it reflects the nature of the induction process (Clilverd et al., 2020), however this99

sampling rate will preclude the inclusion of phenomena such as ULF (Ultra-Low Frequency)100

waves with periods smaller than 120 s (Heyns et al., 2021; Hartinger et al., 2023), which101

may be a problem at lower latitudes: the frequency of such ULF waves is latitude de-102

pendent. Further, impulsive phenomena that manifest as rapid changes may not be well103

characterized by the “low” resolution 60 s data: Sudden Commencements, for example104

(e.g., Smith, Rodger, et al., 2022).105

Sudden Commencements (SCs) occur when the Earth’s magnetic field is impacted106

by a rapid increase in solar wind ram pressure (for example, an interplanetary shock).107

This causes a sharp change in the magnetic field, as measured on the ground (Curto et108

al., 2007; Fiori et al., 2014). These rapid changes in the geomagnetic field can be related109

to large GICs in power networks. For example in 2001 a damaged transformer in New110

Zealand was later linked to an SC (Marshall et al., 2012; Rodger et al., 2017; Oliveira111

et al., 2018), while two power system failures in Sweden in 2003 were also later attributed112

to SCs (Pulkkinen et al., 2005). Understanding the link between SCs and GICs is there-113

fore an important topic of study.114

Over the last decade New Zealand has emerged as a serendipitous location for study-115

ing the link between surface geomagnetic field and GIC due to a relative abundance of116

GIC observations with contemporaneous magnetic field observations. First, Mac Manus117

et al. (2017) showed a very good average correlation between H ′ and the GIC recorded118

at transformers across New Zealand during geomagnetically active intervals. Rodger et119

al. (2017) then demonstrated that a high correlation between H ′ and GIC was observed120

during ∼ 25 of the largest peak GICs in the 2010s, many of which were notably high-121

lighted as being related to SCs. Analyzing one of the more “sensitive” transformers Smith,122

Rodger, et al. (2022) then showed that this was true more broadly, examining over 300123

SCs, observing excellent correlations between the maximum H ′ and GIC (r2 > 0.85).124

However, while the correlations were high the authors noted a systematic dependence125

of the relationship on factors such as the magnetic local time of New Zealand when the126
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SC occurred: SC that occurred when New Zealand was on the dayside of the Earth were127

linked to 30% larger GICs on average. This was hypothesized to be a result of the sub-128

minute resolution structure of the SC magnetic signature, and in addition to any day/night129

differences in SC disturbance magnitude (e.g., Tanaka et al., 2020). This raises two crit-130

ical questions: (a) does the typical 60 s data sufficiently capture the SCs on the day/nightside131

of the planet, and (b) are some types of SC morphology inherently linked to larger GICs?132

SCs represent a complex magnetic field signature on the ground, and a given so-133

lar wind structure (i.e., interplanetary shock) will generate a geomagnetic response that134

varies with both latitude and local time (e.g., Fiori et al., 2014; Smith, Forsyth, Rae, Rodger,135

& Freeman, 2021; Fogg, Lester, et al., 2023). The magnetic signature of an SC can be136

decomposed into two key components: the “DL” and “DP ” components (e.g., Araki,137

1994; Lam & Rodger, 2001; Piersanti et al., 2025). The DL component, which dominates138

at low latitudes, is caused by the compression of the magnetopause and enhancement139

of the magnetopause current system. The DL component typically resembles a step-like140

change in the horizontal magnetic field, maximizing at noon local time and decreasing141

towards midnight (e.g., Kokubun, 1983; Russell et al., 1992). Meanwhile the DP com-142

ponent, whose impact maximizes at higher latitudes, is better described as a two-pulse143

magnetic field change, caused by the coupling of the magnetopause compression to shear144

Alfvén waves, resulting in the formation of “traveling convection vortices” in the higher145

latitude ionosphere (Friis-Christensen et al., 1988). Piersanti and Villante (2016) devel-146

oped a method to separate the two contributing factors that combine to create an SC,147

using the magnetic signature recorded by spacecraft in geosynchronous orbit - allowing148

the estimation of the isolated compressional DL component. Once the estimated DL com-149

ponent is subtracted it allowed the estimation of the ionospheric current flow patterns,150

with results found to be mostly consistent with theoretical expectations (i.e., Araki, 1994).151

In this study, we examine how properties of the high resolution magnetic field sig-152

nature of an SC impact the GIC or geoelectric field that will be observed, investigating153

precisely what makes an SC generate a larger than expected GIC, given the “size” of the154

magnetic signature as recorded with one-minute resolution data. We first introduce a155

general analytical model for SCs, demonstrating that this permits a superior estimation156

of the GIC that will be observed. We then statistically examine properties of the model157

SC and how they link to GIC, performing synthetic tests using the analytical magnetic158

field model and detailed 3D models (Hübert et al., 2025; Pratscher et al., 2024). We then159

discuss our results in the context of local time, geology and the implications for space160

weather forecasting.161

2 Data162

In this study we primarily compare magnetic field and GIC data from New Zealand.163

We use magnetic field data from the Eyrewell (EYR) magnetometer station, located near164

Christchurch, New Zealand. We compare and contrast data recorded with one minute165

and one second cadence (GNSScience, 2022). We principally work with the rate of change166

of the horizontal magnetic field (H ′), where the horizontal field is defined as H =
√
X2 + Y 2

167

(X and Y being the North and East components of the horizontal magnetic field respec-168

tively). Further, we normalize the data such that the units are nT min−1 for both the169

one minute and one second cadence data.170

Between 2021 and 2022 a large-scale magnetotelluric (MT) survey was performed171

in Southern New Zealand (Ingham et al., 2023). In total, 62 sites across Otago and South-172

land were surveyed, separated by approximately 25 km (see Figure 1 of Pratscher et al.173

(2024)). Each survey sampled electric and magnetic field at a cadence of 1 s, allowing174

the estimation of impedance tensors across a wide frequency range. These impedance175

tensors permit the accurate estimation of geoelectric fields (and GIC), and have been176

shown to outperform more typical thin-sheet modeling particularly during SCs (Pratscher177
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et al., 2024). For details of the modeling process (e.g., from time varying magnetic field178

to GIC) and magnetotelluric measurements, the interested reader is directed to Pratscher179

et al. (2024). Importantly for our study, we assume no spatial variation of the magnetic180

field across the model domain, and where the model is driven by magnetometer data we181

use that available from the EYR observatory (at a distance of several hundred km).182

The magnetic field data are complemented by GIC observations from Transformer183

T2 at the South Dunedin (SDN) substation. This transformer was selected for several184

reasons. First, it is located within the spatial region covered by the recent high resolu-185

tion magnetotelluric survey (Ingham et al., 2023). Second, it has been shown to be sen-186

sitive to SC events in the past, i.e., shows a relatively strong, clear GIC response to SCs187

(Mac Manus et al., 2017; Smith, Rodger, et al., 2024). Third, it has been monitored for188

a sufficient length of time to permit this study. We use the GIC data at SDN T2 both189

to explore relationships between H ′ and GIC, and to validate our modeling and synthetic190

experiments. A detailed description of the method by which the GIC data are derived191

can be found in Mac Manus et al. (2017), while Clilverd et al. (2020) describe how the192

data are recorded: if the data are dynamic (i.e., changing by more than 0.2A) then the193

data are recorded at a cadence of 4 s, with a slower cadence at other intervals.194

We investigate 20 SCs from between 2011 and 2016, listed in the table within Ap-195

pendix A. These 20 events were selected from the much larger list employed by Smith,196

Rodger, et al. (2024), which comprised 232 SCs between 2001 and 2020. This list was197

originally derived through use of the ShockSpotter method using SOHO data from L1198

(https://space.umd.edu/pm/), before being limited to those for which a corresponding199

ground signature was present at EYR in New Zealand. The limited subset of 20 SCs was200

then selected based on several considerations. First, these events show clear, well defined201

magnetic field signatures at EYR within which DL and DP components could be esti-202

mated, whilst covering the full range of magnetic local times. Second, these events oc-203

curred during a period within which high resolution (one second) magnetic field data are204

available from the EYR observatory, and for which GIC data were routinely recorded205

in South Dunedin.206

The focus on New Zealand is complemented by a comparison to the United King-207

dom, at a similar geomagnetic latitude. In the UK 14 MT sites were sampled between208

1990 and 2020, predominantly in Southern Scotland, along with the three permanent ob-209

servatories. These were later extended by a campaign between 2020 and 2024 which added210

an additional 53 locations to cover most of the UK (including Shetland) (Huebert et al.,211

2024).212

3 Results213

First, we examine whether the 60 s data is adequately capturing the magnetic sig-214

nature of the SC, and whether this could depend on magnetic local time - contributing215

to the previously reported results (Smith, Rodger, et al., 2022, 2024).216

3.1 Example Sudden Commencements217

Figure 1 shows six example SCs to illustrate the range of magnetic field observa-218

tions made during an SC, along with the corresponding GIC measurements made at SDN219

T2. For each event an arbitrary baseline (H0) has been subtracted to make the magni-220

tude of each event more comparable. The six SCs are arranged by magnetic local time221

(MLT), with noon to the top of the figure, the red dots then connect and identify the222

MLT on a schematic of the Earth in the center. From inspection of the six SCs we can223

see the complex interplay between the step-like “DL” component and twin pulse “DP ”,224

and further that these vary event-to-event. The interested reader is also directed to Piersanti225
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Figure 1. Magnetic field and GIC observations for several minutes during six example SCs.

The magnetic field observations at 1 s cadence are taken from EYR (upper panels, i), while the

GIC measurements are from SDN T2 (lower panels, ii, in gray). We also show the predicted

GIC obtained from using the magnetic field observations at EYR and the MT modeling in red

(e.g., Pratscher et al., 2024) for three test events (a, d and f). The center panel illustrates a po-

lar view of the Earth, with the magnetic local time of the observation given by the location of

the corresponding red dot on the “Earth”, while the distance from the center is the same for all

points.

et al. (2025), who detail how the morphology of a single SC changes with MLT and lat-226

itude, using multiple magnetometer stations across the globe.227

Broadly, we see that events Figure 1a - c show strong, almost sinusoidal DP con-228

tributions, with a leading negative impulse, as suggested by Araki (1994) in the after-229

noon sector. By eye, Figure 1d has a less clear DP contribution, but this could be an230

example where the DL contribution dominates. On the nightside, we see that the SCs231

in Figure 1e and f show little to no evidence of significant DP components, as expected232

(Moretto et al., 2002).233

Regarding the step-like DL component we see that on the dayside (e.g., Figure 1a234

and b) the step occurs relatively rapidly, taking around one minute at most. In contrast235

on the nightside (e.g., Figure 1e and f) the change is more gradual, taking two or three236

minutes to reach its peak. Some of this apparent behavior may be due to the consider-237
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able DP component on the dayside, but without disentangling these contributions it is238

not possible to definitively ascribe the behavior, e.g., Figure 1c. Such disentanglement239

can typically be achieved through the use of empirical magnetic field models and geosyn-240

chronous magnetic field observations (e.g., Piersanti & Villante, 2016), or global numer-241

ical models that can distinguish the magnetospheric and assorted ionospheric contribu-242

tions (e.g., Tanaka et al., 2020; Kikuchi et al., 2022; Fujita & Tanaka, 2022).243

The observed GIC at SDN T2 (dark gray in lower panels of Figure 1) can be seen244

to effectively mirror the magnetic field changes observed at EYR, with both the DL and245

DP components contributing to the GIC (e.g., Figure 1c). More detailed comparisons246

will be performed below. In Figure 1 we also show the results of modeling the GIC at247

SDN T2 during three test SCs, using the magnetic field at EYR as input and the MT248

impedances from Pratscher et al. (2024) in red. As reported by Pratscher et al. (2024),249

we find an excellent correspondence between the modeled and observed GIC. Small dif-250

ferences in this comparison could be a result of the spatial offset between the magnetome-251

ter observations at EYR (midway up the South Island) and region of interest (lower South252

Island).253

3.2 Correlation between Maximum H’ and GIC254

In New Zealand the rate of change of the horizontal magnetic field (H ′) has been255

found to correlate well with the observed GIC during active periods (Mac Manus et al.,256

2017), during the largest GIC peaks (Rodger et al., 2017), and specifically during SCs257

(Smith, Rodger, et al., 2022, 2024). Figure 2 shows the correlation between the peak GIC258

recorded at SDN T2 and the contemporaneous peak H ′ at EYR recorded in (a) 1 minute259

and (b) 1 second resolution data. Though with only 30% of the events of the wider sta-260

tistical study performed by Smith, Rodger, et al. (2024), both the gradient of the cor-261

relation and r2 values are consistent with the previous analysis at one minute resolution262

(Figure 2a).263

If we move from one minute to one second resolution data (i.e. from Figure 2a to264

b), attempting to capture the sub-minute features displayed in Figure 1, we find that the265

correlation (r2) weakens, dropping from 0.85 to 0.65. The gradient of the correlation also266

reduces: the one minute data underestimates the maximum H ′ during the SC (from the267

perspective of the 1 s data). Rodger et al. (2017) showed a similar but more dramatic268

deterioration in correlation moving from one minute to one second data, albeit with a269

sample selected through large H ′, only some of which were related to SCs. This was in-270

ferred to be due to the impact of high frequency noise in the one second cadence data271

and the fact that one second variation will not induce a geomagnetic field at depth.272

To explore the impact of moving to a higher time resolution, Figure 3 shows two273

example SCs at both data resolutions. Both events show SCs with a clear DP (“twin-274

impulse”) component, while the step-like DL component is clearly stronger in the SC275

that occurred in March 2015 (Figure 3a, left panels). The contemporaneous GICs recorded276

at SDN T2 clearly show evidence of the higher time resolution features, i.e., those miss-277

ing from the 60 s data. Nonetheless, it is broadly true that a larger maximum rate of change278

is recorded for the March SC (left) than the June SC (right), and the corresponding max-279

imum GICs follow the same pattern.280

In Figure 3a (i) we see that while the 60 s data appears to capture the broad step281

of the SC, it underestimates the rate of change by a factor of four (Figure 3a ii). H ′ is282

certainly highly variable in Figure 3a ii, but the largest change during the SC is consis-283

tent, and not an artifact. Meanwhile in the June SC (Figure 3b ii), we see that the strong284

DP signature, and resulting “double hump” in H ′, is not captured at all with the lower285

time resolution (60 s) data - leading to an underestimate of H ′ of around a factor of five.286

The 60 s data is clearly not capturing key structures of the SC magnetic signature. The287
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Figure 2. The correlation between the maximum H ′ at EYR and the peak GIC recorded at

SDN T2. We show this for the (a) 60 s cadence and (b) 1 s cadence magnetic field measurements.

The black dashed best fit lines are linear fits obtained from orthogonal distance regression, con-

strained to have an intercept of zero.

underestimation of H ′ in the 60 s data by factors of four or five is consistent with the288

statistical results shown in Figure 2.289

While the maximum H ′ may be a good proxy for the maximum GIC during SCs290

(r2 = 0.85, with our one minute sample), the rate of change (H ′) implicitly applies a band-291

pass filter on the data which limits the frequency content it can capture (and depends292

on the resolution of the data). Alternative proxies do exist, for example proxies of the293

geoelectric field (e.g., Marshall et al., 2010; Piersanti et al., 2019), such proxies often in-294

volve filtering and processing in the Fourier domain, and some require knowledge of the295

electrical conductivity of the subsurface (i.e., Piersanti et al., 2019). The focus in this296

study is on H ′ as it represents the most common proxy for GICs, however in Appendix297

B we compare the application of the GIC Indices tested by Marshall et al. (2011). This298

method is chosen as these indices do not require additional information as to the sub-299

surface conductivity and as such are universally applicable, however we note that this300

will be a source of uncertainty in the proxy. These GIC indices are shown to provide good301

proxies for the GIC at SDN T2, comparable to H ′ in this case (r2 = 0.87).302

3.3 Analytical SC Model303

While the 1 s data captures the essential, sub-minute features of the magnetic sig-304

nature of the SCs it is likely that the inherent noise in the data precludes its reduction305

to a simplistic metric (i.e., maximum H ′). A simple choice to overcome this would be306

to low-pass filter the time series data to a lower effective resolution, 10 s for example (c.f.,307

Bower et al., 2024). However, we can instead turn to the physics of the magnetic signa-308

ture and create a simple analytical model, enabling us to then probe the coupling of the309

magnetic signature to the solid Earth and resulting GIC. This model replicates the two310
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Figure 3. Five minute intervals around two example SCs (a and b, left and right respec-

tively). The top two panels show magnetic field data recorded at EYR at one minute resolution

(blue) and one second resolution (red). The top panel (i) shows the background subtracted hor-

izontal component of the magnetic field, while the middle panel (ii) shows the absolute rate of

change of the horizontal magnetic field (first difference) derived from panel (i). The third panel

(iii) shows the GIC measured at SDN T2 for the same interval.
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key contributors to the magnetic signature of the SC, namely the DL and DP compo-311

nents:312

DL(t) = ADL tanh (ω(t− t0)) +ADL (1)

DP (t) = ADP cos

(
2π(t− t1)

τ
+ ϕ

)
exp

(
−(t− t1)

2

σ2

)
(2)

where ADL, ω, t0, ADP , t1, τ , and ϕ represent free parameters to be determined.313

We set σ to τ/π to preserve a two-impulse structure. Equations 1 and 2 give the SC per-314

turbation of the horizontal magnetic field. However, these functional forms are fit to the315

BX (North) and BY (East) components of the magnetic field, and so we introduce two316

additional parameters θDL and θDP to deconvolve the horizontal magnetic field into its317

components.318

For the DL component, the critical parameters are ADL and ω, which correspond319

to the “size” and “speed” of the step-like magnetic field change. The DL signature is largely320

a result of the increasing Chapman-Ferraro magnetopause current system. Meanwhile,321

for the DP component which describes the impact of transient ionospheric current sys-322

tems, the ADP , τ and ϕ parameters are key. These represent the “size” of the DP sig-323

nature, the temporal width of the two-pulse signature, and the relative size of each pulse324

(the preliminary and main impulses: Araki (1994)).325

This model has a total of nine free parameters, representing a challenge to converge326

to a global, physics-informed minimum. In this study we use the emcee Python fitting327

package (Foreman-Mackey et al., 2012), which has heritage in the field (e.g., Smith et328

al., 2018; Fogg, Jackman, et al., 2023). We also note that the fit must be manually ini-329

tiated at a good starting point, or the high dimensional model can converge to an un-330

likely or nonphysical fits. This is a downside of this method when compared to those such331

as that employed by Piersanti and Villante (2016), which use observations in geosynchronous332

orbit to estimate the DL component directly. However, the benefit is that no other mod-333

els (e.g., empirical magnetic field models) or data (e.g., from geosynchronous satellites)334

are required.335

Figure 4 shows two examples of analytical model fits, to the same SCs shown in336

Figure 3. The top panels show the fit to the H component of the magnetic field, while337

the middle shows the resulting fits to the rate of change of the horizontal field (H ′). The338

bottom panels show the resulting GIC recorded at SDN T2 for context and ensuring the339

format is familiar from Figure 3. The DL and DP components from Equations 1 and 2340

are shown in orange and green respectively, while the total model fit is in blue. For both341

of the events in Figure 4 we can see that the model captures the key morphological fea-342

tures in both H and H ′, despite not being directly fit to either time series.343

3.4 Reanalysis of Maximum H’ and GIC344

The first result enabled by the model fitting above is the reanalysis of the corre-345

lation between maximum H ′ and GIC during the events. Figures 5a and b repeat the346

previous results of Figure 2, this time with a color bar indicating the magnetic local time347

(MLT) of New Zealand during the SC. The color of the points in Figure 5a shows no clear348

ordering (i.e., above and below the line of best fit), suggesting that the correlation be-349

tween the maximum observed H ′ (evaluated at 60 s time resolution) and GIC measured350

at SDN T2 shows little or no dependence on MLT, in contrast to other locations in New351

Zealand (e.g. Smith, Rodger, et al., 2024). This may be a result of the local geology or352

geometry of the power network.353
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Figure 4. The two example SCs from Figure 3 (a and b). The top panel (i) shows the back-

ground subtracted horizontal magnetic field (H), while the middle panel (ii) shows the rate of

change of the horizontal magnetic field (H ′). The red and gray represent the two different res-

olutions of magnetic field data (1 s and 60 s, respectively) while the orange and green represent

the two components of the analytical model (DL and DP, respectively). The blue shows the final

total analytical model fit. The lower panel (ii) shows the GIC recorded at SDN T2.
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Figure 5. A detailed reanalysis of the correlation between the maximum H ′ and GIC during

the 20 SCs. The correlation is shown for H ′ derived from 60 s cadence magnetic field data (a),

1 s cadence data (b), and the maximum H ′ extracted from the fitted analytical model (c). The

final panel (d) shows the ratio of maximum H ′ extracted from the 60 s (crosses) and 1 s (dots)

data compared to the analytical model. The color here indicates the longitudinal distance from

local noon, measured in hours. Blue indicates the event occurred when New Zealand was on the

“dayside” while red indicates that New Zealand was on the “nightside”.
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As above, when moving to 1 s data we see a weakening of the correlation between354

the maximum observed H ′ and measured GIC (Figure 5b). On further inspection of Fig-355

ure 5b we can start to see a pattern, where those SCs that occurred when New Zealand356

was closer to local noon (i.e. colored blue) seem to more often have a larger estimate for357

the maximum H ′, i.e., are often located below the line of best fit. This may indicate a358

greater contribution from high frequency, sub minute noise at “daytime” local times, though359

with a very small sample size.360

When we move to the correlation from the model-derived maximum H ′ (Figure 5c,361

e.g., the maximum H ′ derived from Figures 4 a and b ii) we see that the correlation (r2)362

has increased markedly, compared to both the 1 s and 60 s cadence derived quantities (Fig-363

ures 5 a and b). However, we still see a remnant pattern where dayside (blue) SCs re-364

quire larger H ′ for a given GIC to be observed, i.e., the dayside SCs are located below365

the line of best fit.366

Investigating the impact of MLT on the changing correlation, Figure 5d shows the367

difference in maximum H ′ between that obtained using the analytical model and the 1 s368

and 60 s data (dots and crosses, respectively). In this figure, the data derived maximum369

H ′ are divided by that produced with the model, therefore the horizontal dashed line370

indicates equality: deviations from this show where the high (e.g., one second) and low371

(e.g., one minute) resolution data estimations differ from that obtained with the ana-372

lytical model. While for some SCs the estimates only differ by ∼ 10%, for some the es-373

timates of H ′ are different by a factor of 10. Albeit with a small sample size, the one sec-374

ond data-derived maximum H ′ seem to be most different at local noon, while the esti-375

mates derived from the 60 s data are most likely to underestimate the rate of change of376

the magnetic field moving from noon around to dusk. Importantly for previous studies,377

it seems consistent that the 60 s data may give lower estimates for the maximum H ′, and378

this effect is most pronounced on the dayside. Assuming an idealized perfect correlation379

between the maximum H ′ and GIC, this effect may explain the apparent ability for day-380

side SCs to generate disproportionately large GICs for their given H ′ (c.f. Smith, Forsyth,381

et al., 2022; Smith, Rodger, et al., 2024).382

3.5 Testing Model Parameters383

As highlighted above in Figure 5c, after “controlling” for data resolution at SDN384

T2 there is a tendency for SCs that occur when New Zealand is on the dayside to be linked385

to smaller GICs, for a given H ′ (i.e., the blue points are mostly below the line of best386

fit). Each parameter of the SC model will be driven by some combination of the prop-387

erties of the incident interplanetary shock (e.g., Oliveira, 2023), the location of the ob-388

servation both in MLT and MLat, and the local geological properties (Tanskanen et al.,389

2001). In this case, we assume that a fundamental component of the SC magnetic sig-390

nature depends on MLT, and that is leading to the difference observed. The analytical391

model allows us to examine the properties of each SC, with the parameters described in392

Section 3.3. Figure 6 shows the relationship between the maximum H ′ (inferred from393

the analytical model fit) and the maximum GIC recorded at SDN T2, as in Figure 5c,394

with the color in each panel indicating one of the key model parameters.395

We would expect that the size of the maximum H ′ will scale with several of the396

parameters tested in Figure 6, e.g. the amplitude of the DL component (ADL), given397

the form of Equation 1. For this reason, we are most interested in parameters that ap-398

pear to vary from top left to bottom right (i.e., give a larger/smaller GIC for a fixed max-399

imum H ′), rather than parameters that vary from bottom left to top right (e.g., where400

both maximum H ′ and GIC are increasing). We also highlight that within Figure 6 the401

four largest events (by maximum H ′) that lie beneath the line of best fit (black dashed402

line) occurred on the dayside (e.g., Figure 5). With these two considerations, we note403

that ω (Figure 6c) and ADP (along with AMax
DP ) (Figure 6e) perhaps show larger values404
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Figure 6. Examining the variation of several analytical model parameters with MLT. Each

panel displays the relationship between the maximum H ′ (derived from the analytical model fit)

and the maximum GIC observed at SDN T2. The color scale for each panel then illustrates the

value of several key parameters of the analytical model: (a) ADL, (b) ω, (c) θDL, (d) ADP , (e)

AMax
DP , (f) AMin

DP , (g) τ , and (h) θDP . The black dashed line indicates the line of best fit (deter-

mined through Orthogonal Distance Regression, ODR).

in events below the line of best fit. Therefore it is possible that SCs linked to faster rise405

times (larger ω) or with stronger contributions from the DP component (i.e., larger ADP )406

are preferentially linked to smaller GIC for a given H ′, though with a small sample size.407

The trends in other parameters are less clear, though τ (i.e., pseudo-period of the DL408

perturbation) may also show an interesting trend with shorter effective periods leading409

to smaller relative GICs.410

4 Synthetic Model Tests411

Figure 6 may suggest why some SCs may show preferential “coupling” to the GIC412

recorded at some locations: namely, several parameters of the analytical model appear413

to be systematically linked to smaller relative GIC at a fixed maximum H ′. We now ex-414
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ploit the power of the analytical model to run a series of synthetic experiments. As our415

baseline SC we use an event that occurred on 22nd June 2015, at around 18:30 UT (around416

12 hours after the event on the right of Figures 3 and 4). This event was selected as it417

showed clear DL and DP contributions and was very well described by the analytical model418

(r2 = 0.97).419

4.1 Synthetic Model Results at SDN T2420

To start, we begin by considering solely the SDN T2 transformer, as above. Fig-421

ure 7 shows three tests, targeting three different parameters of the analytical model. First,422

we select ADL (Figure 7a) as it is of interest to see what would happen if the size of the423

magnetic signature is increased, and in particular how this corresponds to the observed424

GIC. Further, the size of the step-change in DL has been suggested to be directly related425

the square root of the change in dynamic pressure observed during the interplanetary426

shock (e.g., Siscoe et al., 1968; Su & Konradi, 1975; Araki et al., 1993; Russell et al., 1994;427

Shinbori et al., 2009). Second, ω (Figure 7b) was selected as it was highlighted above428

as a parameter that may vary with MLT and could explain the tendency in Figure 5 for429

dayside SCs to generate smaller relative GICs (for a given maximum H ′). Third, we test430

θDL (Figure 7c), effectively rotating the DL component of the SC from BX through to431

BY as this strongly changes the magnetic field signature in two-dimensions but retains432

a similar H perturbation. This would alter the way in which the magnetic change in-433

teracts with the geology and power network. We note that we focus on parameters of434

the DL component of the SC signature as it is found to be clear for all events, in con-435

trast to the DP component which is mostly present in limited MLT sectors.436

The GIC reported in Figure 7 was modeled using the magnetotelluric survey of Ingham437

et al. (2023), consisting of 62 sites covering the South of the South Island of New Zealand,438

and a detailed model of the power network, as in Pratscher et al. (2024). The magnetic439

input to this model are shown in the top two rows of Figure 7 (BX and BY ), and we note440

that we assume no spatial variation in the magnetic signature across the model domain.441

Within Figure 1 we showed that we can accurately replicate the GIC within this region,442

solely relying on the magnetic field data recorded at EYR, several hundred kilometers443

North of the model domain, therefore this is not an unreasonable assumption.444

For the ADL test (Figure 7a), we see the three (semi-arbitrarily chosen) values of445

ADL: 10, 34.5 and 55 in blue, orange and green respectively. In the top two panels we446

see a significant magnetic signature in both BX and BY , though the DP signature ap-447

pears more strongly in BX . This is due to the orientation of the DL and DP components448

in the original “template” SC on 22nd June 2015. In H and H ′ (Figure 7a iii and iv)449

we see that both scale with increasing ADL, with approximately linear increases in both450

H and H ′. In the resulting GIC (Figure 7a v) we also see an increasing GIC observed451

with increasing ADL, with what appears to be an approximately proportional increase452

in GIC.453

Regarding the speed of the rise of the DL component (ω) we again test three pos-454

sible values, increasing from 0.015 to 0.055 to 0.1 (Figure 7b). These values were selected455

based on the range of possibilities observed in the 20 SCs within the study. This chang-456

ing “slope” of the DL component is most clear in BY , where the lower contribution of457

DP shows that the 0.015 (blue) test SC clearly has a slower rise than the other two syn-458

thetic test SCs. The differences between the three tests are also relatively clear in H (Fig-459

ure 7b iii), though the difference between the 0.055 and 0.1 tests (green and orange) look460

to be less major. However, that is only until we consider H ′ (Figure 7b iv), where the461

largest ω clearly results in a short, sharp peak. When assessing the resulting GIC (Fig-462

ure 7b v) there is still a clear progression with increasing maximum GIC with increas-463

ing ω (i.e., blue to orange to green), but it appears less pronounced than the previous464

ADL test.465
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Figure 7. Three synthetic model tests for the parameters ADL (left, a), ω (center, b), and

θDL (right, c). Each row shows a different, linked facet of the model test: BX (i), BY (ii), H (iii),

H ′ (iv), and the modeled GIC at SDN T2 (v). The orange indicates the original analytical model

fit to an SC on 22nd June 2015 (∼ 18:30 UT). The green indicates a synthetic test where the

respective parameter (given by the column) is increased in value, while the blue indicates a test

where the parameter has been reduced. The GIC in SDN T2 has been calculated using the MT

impedances, similar to Pratscher et al. (2024).
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Figure 8. The correlation between the maximum H ′ and maximum GIC calculated during

the synthetic test SCs in Figure 7. The three columns indicate the tests regarding the three dif-

ferent model variables: ADL (a), ω (b) and θDL (c). The dashed blue, purple and orange lines

indicate three arbitrary linear relationships to guide the eye.

The final test was rotating the DL component using θDL (Figure 7c). The test be-466

gins with the DL component solely in the X (North) direction (blue), rotating through467

45◦ (orange), before being an East-West perturbation (green). We can clearly see this468

progression in Figure 7c i and ii, where the “step” rotates from the BX to BY compo-469

nents of the field change. However, when regarding H and H ′ (Figure 7c iii and iv), as470

expected we do not see very large differences at all. The resulting GIC for this test (Fig-471

ure 7c v) shows almost no difference between the tests where DL is Northward or at 45◦472

(blue and orange), but shows a large relative decrease when θDL is oriented in the East-473

West orientation. This must be due to the influences of the local geology and the rel-474

ative geometry of the power network around SDN T2.475

We now extract the maximum H ′ and GIC from the synthetic tests in Figure 7,476

effectively replicating the correlation analysis in the previous section, but this time from477

the synthetic tests rather than the observed data. Figure 8 shows the results for the three478

different model parameter tests, with arbitrary linear relationships marked with dashed479

lines to guide the eye.480

For the first amplitude test (Figure 8a) we see that increasing ADL increases the481

H ′ and calculated GIC proportionally: the tests would lie approximately along the same482

line (i.e., with the same gradient). In this case the relationship between H ′ appears to483

be approximately preserved by changing ADL. With the second test (Figure 8b), we see484

that increasing ω does increase H ′, as above in Figure 7, however the GIC associated485

appears to diminish: a given increase in H ′ will result in a smaller increase in GIC. Fi-486

nally, rotating the DL signature via changing θDL (Figure 8c), can be seen to give a very487

small change in this correlation plot (i.e., blue to orange, θDL = 0 to π/4) until the change488

is to a purely East-West orientation (i.e., θDL = π/2, green) at which point the result-489

ing GIC diminishes dramatically.490

To show the relationships more clearly, Figure 9 shows the gradients (i.e., GIC/H′)491

as a function of model parameters (i.e., ADL, ω, θDL). Figure 9a shows the previous in-492

ference that as ADL increases the associated maximum H ′ also increases. Further, when493

the maximum H ′ is compared to the maximum resulting GIC (Figure 9d), we see that494

the relationship between the two is approximately constant: with approximately 0.18A495

recorded for every additional H ′ (nTmin−1).496
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Figure 9. The relationships between the SC model parameters (ADL, ω, and θDL) and H ′ (a,

b, c), and the gradient of the correlation GIC/H′ (d, e, f).

The ω relationship starts similarly, with an increase in ω being linked to an increase497

in the recorded H ′ (Figure 9b). However, in this case when we consult the resulting GIC498

(Figure 9e) we see that the “effectiveness” of the additional H ′ is reduced as ω increases.499

In other words there is a larger H ′ as ω increases (i.e., as the DL component increases500

more rapidly), but the resulting current does not increase as quickly as the H ′: it is not501

linear or proportionate increase.502

We also see that varying θDL has little impact on the recorded H ′, small changes503

are likely due to the interaction between the changing two dimensional DL, and fixed504

DP components of the SC. However, as in Figure 8, we see that the proportionality of505

the relationship between the maximum H ′ and modeled GIC changes dramatically. As506

the DL component rotates into the East-West orientation the “coupling” between H ′
507

and GIC becomes less effective at SDN T2: the same observed maximum H ′ will be linked508

to a smaller maximum GIC.509

5 Expanding the Synthetic Tests510

5.1 Synthetic Model Results Across the South Island of New Zealand511

We now expand our consideration from a single transformer (SDN T2) to the southerly512

portion of the South Island of New Zealand, i.e., that covered by the high resolution MT513

survey (Ingham et al., 2023). Within this region there are 24 transformers for which we514

can model the GIC. Figure 10 shows the peak absolute GIC modeled in this part of the515

network for the base SC event, observed on the 22nd June 2015 (i.e., that shown in or-516

ange in Figures 8 and 9). Around 65% of these transformers show small peak GIC, less517

than 5A, while SDN T2 can be seen on the right at ∼ 19A. It is clear that SDN T2 is518
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Figure 10. Distribution of peak absolute GIC measured across the South of the South Island

of New Zealand for the “baseline” synthetic SC (based on the 22nd June 2015 event), for the 24

locations across the region for which the conductivity model can be used.

the most impacted transformer in this region, as highlighted by previous studies (Mac519

Manus et al., 2017; Smith, Rodger, et al., 2024).520

The distribution in Figure 10 provides us with context, as we now move to discuss521

the changes in GIC across the network, as a result of changing the fundamental param-522

eters of the SC signature, as in Section 4.1. Figure 11 shows the impact of performing523

the same three synthetic experiments as above. Each panel shows the distribution of rel-524

ative GIC observed as a result of increasing (upper panels) or decreasing (lower panels)525

each parameter, compared to the baseline test. We can see that at almost all locations,526

reducing the value of ADL reduces the GIC observed (Figure 11a). There is one loca-527

tion for which this is not true (INV T1), but the absolute increase is not huge: 1.3A to528

1.5A. Increasing ADL increases the peak GIC observed at all locations, by approximately529

50% (Figure 11d).530

Meanwhile, regarding the tests on the rise time of DL (ω), we see that - with the531

values selected - there is a reduced impact on maximum GIC compared to the ADL tests.532

Reducing ω, i.e., making the step-like change take place over a longer time period, re-533

duces the maximum GIC by up to 50%, while increasing ω increases it correspondingly534

by up to 50%. It is interesting to note that there is a spectrum of relative change here,535

where for some locations the change is minimal.536

Finally, considering θDL, in the tests above we showed that these changes largely537

do not impact H or H ′, but rather move the DL change between BX and BY . In this538

case, largely as expected, we can see both increases and reductions in peak GIC across539

the network. The magnitude in difference at a single location can be very significant, at540

some locations the GIC can nearly double with a rotation of DL of only 45◦.541
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Figure 11. The impact of changing the three key synthetic SC model parameters on the GIC

modeled in the Southern South Island of New Zealand. The top row (a, b, c) shows the impact of

reducing ADL, ω, and θDL respectively. The bottom row (d, e, f) shows the impact of increasing

ADL, ω, and θDL respectively. All values are quoted relative to the “base” synthetic test (in turn

based on the model fit to the SC on 22nd June 2015).

5.2 Synthetic Model Results on the Induced Geoelectric Field in the United542

Kingdom543

The United Kingdom provides another opportunity to assess the impact of the syn-544

thetic SC model tests in a distinct environment, at a comparable geomagnetic latitude545

to New Zealand, but with very different geology. Enabling this investigation, a recent546

magnetotelluric survey expanded the coverage within the UK to 70 sites. Beggan et al.547

(2021) recently showed that such magnetotelluric measurements enable a much better548

estimation of the induced electric field within the UK, compared to simpler (e.g., thin-549

sheet) methods due to the UK’s complicated geological history and highly variable lithol-550

ogy. For this we rely upon the modelled geoelectric field, as opposed to GICs (c.f. New551

Zealand, above).552

Figure 12 shows the distribution of peak modeled geoelectric field recorded dur-553

ing the “baseline” SC, with the same magnetic signature as was used for the New Zealand554

tests above. Given the comparable geomagnetic latitude, the use of the same magnetic555

field signature is assumed to be valid for the purposes of this test. As with the New Zealand556

tests, we assume no spatial variation of the magnetic signature across the model domain557

(the United Kingdom). This will not be valid for a real SC (c.f. Smith et al., 2019; Smith,558

Forsyth, Rae, Rodger, & Freeman, 2021), but nonetheless enables a test where we iso-559

late single changes of SC model parameters across the variable geology of the UK.560

The magnetic signature for the “baseline” event (e.g., Figure 7, shown in orange)561

shows comparable changes in both BX and BY , it is therefore not a surprise that we see562

considerable (several hundred mV km−1) geoelectric fields in both the North and East563

(blue and orange in Figure 12). However, around half of the 70 locations report mod-564

eled EX and EY of less than 100mVkm−1.565
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Figure 12. Distribution of peak geoelectric modeled across the United Kingdom for the

“baseline” SC (as observed on the 22nd June 2015 at EYR in New Zealand), calculated at 70

sites for which high quality magnetotelluric surveys have been performed. |EX | and |EY | are
shown in blue and orange respectively, while the overlap appears brown.

With the context from Figure 12, we now investigate the impact of changing each566

of the three selected SC model parameters in turn. Figure 13 shows these tests in a sim-567

ilar format to Figure 11. The top row of Figure 13 shows the impact of reducing the three568

selected parameters, while the bottom row shows the impact of increasing the param-569

eters. We can see that reducing the amplitude of the DL component (ADL) reduces the570

modeled geoelectric fields at almost all locations, in both the North and the East direc-571

tions. This is readily understandable as DL is equally weighted in both directions. Cor-572

respondingly, increasing ADL increases the geoelectric field in both cardinal directions.573

Interestingly, it seems that for both tests (reducing and increasing ADL) the North-South574

component of the electric field shows slightly more relative impact, compared to the East-575

West component, however the distributions do overlap considerably. The median increase/decrease576

in geoelectric field is approximately 50% for both tests.577

Meanwhile, when ω is reduced - the rise time of the DL component is increased -578

the corresponding geoelectric field in both cardinal directions is reduced (by a median579

∼ 30 − 40%), though EY shows very little impact in around a third of locations. In-580

creasing ω, i.e., the DL component has a faster rise, mostly increases the geoelectric field581

observed at all locations: there is a median increase of around 20%.582

Finally, as expected rotating the DL component differentially impacts the modeled583

EX and EY . When θDL is reduced to zero, (Figure 13c), EX is mostly strongly reduced,584

while EY is mostly increased. The reverse is then true when θDL is increased to π/2 (ro-585

tated to the East-West direction): EY is reduced, while EX increases, both by up to a586

factor of two. Comparing the two tests (Figure 11c and f) it is very interesting to note587

that the East-West geoelectric field (EY ) is more persistent than the North-South geo-588

electric field (EX). In this case EY only reduces by around a factor of two, while EX can589
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Figure 13. The impact of changing the three key synthetic SC model parameters on the geo-

electric field modeled in the United Kingdom. The top row (a, b, c) shows the impact of reducing

ADL, ω, and θDL respectively. The bottom row (d, e, f) shows the impact of increasing ADL, ω,

and θDL respectively. All values are quoted relative to the “base” synthetic test (in turn based on

the model fit to the SC on 22nd June 2015 in EYR). As above, |EX | and |EY | are shown in blue

and orange respectively, while the overlap appears brown.

in some locations reduce by over 90%. This is due to the complex three dimensional ge-590

ology of the UK.591

6 Discussion592

We now discuss our results in the context of the original question: what factors cause593

an SC to be related to disproportionate GIC? Previous works found that SCs that oc-594

curred when New Zealand was on the dayside of the Earth were linked to 30% greater595

GICs on average (e.g., Smith, Forsyth, et al., 2022), for a fixed H ′. This could not be596

explained purely by the changes in the dominant orientation of the SC magnetic signa-597

ture (e.g., East-West or North-South), and was postulated to be caused by sub-minute598

resolution details of the sudden commencement geomagnetic signature. Here, we inves-599

tigate two necessary, but distinct questions: for space weather prediction (a) does 60 s600

cadence data fully characterize the geomagnetic signature of an SC? (b) Is there intrin-601

sic variability in the SC signature that can materially impact the GIC observed?602

6.1 Data Resolution: Is 60s Cadence Data Sufficient for Characteriz-603

ing SCs?604

From our study, it is strongly suggested that 60 s cadence is not sufficient for cap-605

turing SC. The magnetic signature of an SC is generally considered to be composed of606

two main contributions: the DL and DP components (Araki, 1994). While both are ul-607

timately driven by the same physical phenomena, namely the impact of a rapid increase608

in solar wind dynamic pressure, they are physically distinct and independently vary with609

magnetic local time, latitude, and season (e.g., Shinbori et al., 2012; Piersanti & Villante,610
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2016). Both the DL and DP perturbations show sub-minute structure, and their observ-611

able sum is therefore complex and can only be fully resolved with higher resolution data612

(e.g., one second resolution), as shown in Figures 3 and 4.613

However, simply considering higher resolution data introduces problems with an614

increased noise contribution, a simple metric such as maximum H ′ is particularly sus-615

ceptible to this issue. It is also the case that one second data are only provided to a res-616

olution of 0.1 nT, this needs to be higher (e.g., 0.01 nT). Even were this noise “real”, it617

is unlikely that it would impact the geoelectric field due to the effective bandpass filter-618

ing associated with the induction process of the geoelectric field (e.g., Clilverd et al., 2020).619

If we assume a perfect theoretical correlation, one that is not necessarily expected a pri-620

ori, an increased noise contribution would act to weaken the correlation. We may see this621

in Figure 2, where the quality of the correlation between the maximum H ′ and maxi-622

mum GIC observed during an SC is reduced upon considering the higher resolution data623

(e.g., Rodger et al., 2017).624

There are several possible solutions to this problem, that would remove the impact625

of noise while preserving any underlying correlation, for example selecting an interme-626

diate resolution and smoothing the data (e.g., Bower et al., 2024). However, in this study627

we have chosen to fit an analytical model, based on the physics of the signature (e.g.,628

Araki, 1994), that allows us to gain further valuable insights into the relationship be-629

tween SCs and GICs. The model also allows us another determination of the maximum630

H ′, once the analytical model is fitted to the SCs within this study. We showed that this631

permitted our maximum H ′ to better represent the observed magnetic field signature632

(Figure 4), which in turn increased the correlation between the maximum GIC and H ′
633

(Figure 5). This may suggest that the original assumption, that the maximum GIC and634

a “representative” maximum H ′ are very well correlated, is a good assumption during635

SCs (c.f., Rodger et al., 2017; Smith, Forsyth, et al., 2022). This will be dependent upon636

the local geology, we note that New Zealand’s South Island is largely volcanic with a high637

resistivity.638

When we examine the difference between the “naive” maximum H ′ calculated from639

60 s cadence data, we see that it always underestimates the maximum H ′ calculated us-640

ing the analytical model. This underestimation is reflected in the different statistical re-641

lationships between the maximum GIC and H ′ (e.g., Figure 5). With 60 s data a given642

maximum H ′ is inferred to be related to approximately three times larger GICs, solely643

due to the underestimation of H ′ by the low resolution data. Similarly, due to the pres-644

ence of high frequency noise we find that the 1 s leads to an overestimation of the max-645

imum H ′. Statistically in our dataset, this overestimation is a factor of ∼ 25%: a given646

maximum H ′ is linked to a maximum GIC that is 25% lower.647

6.1.1 Variation with Local Time648

The figures above were derived from the full statistical dataset, however between649

different SCs we see that these factors vary within a huge range, ∼ 10 − 80% (Figure650

5d). In particular, we note that the 60 s data tends to underestimate the maximum H ′
651

by the greatest factors around dawn and dusk. This may be a result of the DP compo-652

nent of the SC magnetic signature, linked to the “traveling convection vortices” in the653

ionosphere (e.g., Friis-Christensen et al., 1988; Clilverd et al., 2021; Madelaire et al., 2022;654

Oliveira et al., 2024), which form in the morning and afternoon sectors. As shown in Fig-655

ure 3, the implicit band-pass filtering of the 60 s resolution data does not capture the656

DP component of the signature. If the DL component is small then this will lead to a657

very large underestimation (e.g., Figure 3b). In particular, we note that the discrepancy658

appears to be most severe around local dusk (e.g., 18 MLT, Figure 5d), though with such659

a small number of events we do not consider this to be conclusive.660
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When comparing the results obtained from the raw 1 s data, it seems that there661

is a greater tendency to overestimate the maximum H ′ around local noon (Figure 5d).662

This could be a result of our small sample size, though it does seem compelling that the663

two events closest to noon local time both exhibit the largest discrepancy. These events664

would coincide with the greatest solar illumination, and therefore greatest ionospheric665

conductivity. However, we do not appear to see a gradual pattern with the remaining666

18 events, a tapering off of the effect with local time, for example, perhaps lending cre-667

dence to the small sample size interpretation.668

6.2 Intrinsic Variability: Do Some Types of SC Drive Larger GICs?669

Having examined the limitations of conclusions drawn from the 60 s above (in par-670

ticular with respect to local time), we turn to the second important question: are there671

intrinsic parameters of an SC that change how effectively it translates to GIC? Figure672

5c appeared to show a remnant local time dependence, where SCs that occurred when673

New Zealand was on the dayside were linked to smaller relative maximum GICs, in con-674

trast to previous studies (c.f., Smith, Forsyth, et al., 2022), when the limitations of the675

60 s resolution data are removed. While not definitive, Figure 6 suggested that param-676

eters such as a large ω (i.e., a faster rising DL component) were linked to smaller GICs677

for a given maximum H ′.678

With a small sample size, we did not dwell on a direct examination of the varia-679

tion of different parameters of the analytical SC model with local time. Instead we turned680

to synthetic experiments where we test the impact of changing several key parameters681

in isolation. We focused on three key parameters of the analytical SC model: ADL, ω,682

and θDL. We note that increasing ADL and ω naturally increases the maximum H ′ dur-683

ing the SC, while changing θDL primarily rotates the magnetic signature between BX684

and BY , leaving the maximum H ′ effectively unchanged.685

We tested the analytical model, changing each parameter in turn, examining how686

this impacted the modeled GIC in a transformer in Southern New Zealand. Changing687

the amplitude of the DL component (ADL) was found to approximately linearly increase688

both the maximum H ′ and maximum GIC in the transformer, such that the relation-689

ship between the two was approximately conserved. In contrast, increasing the speed of690

the rise of the DL component (ω) increased the maximum H ′, but the modeled GIC in-691

creased at a slower rate. Meanwhile, as expected, changing θDL changes the link between692

the maximum H ′ and maximum GIC as the changing magnetic field will differentially693

couple to the geology and power network geometry. This test was also performed in the694

United Kingdom, where we evaluated the geoelectric field at each available MT survey695

location. We find similar patterns to those observed with the GIC in New Zealand, sug-696

gesting the inferences regarding SC properties may be more widely applicable.697

6.2.1 Variation with Local Time698

Given the discussion above, if ω and θDL change with local time then that would699

effectively change the link between maximum H ′ and resulting GIC. We speculate that700

ω may vary with local time, for example from the examples in Figure 1, it appears that701

the SCs on the dayside may “rise” faster, while those on the nightside take longer to reach702

their peak, i.e., ω may be larger on the dayside. If this were true more generally then703

this would result in larger H ′ on the dayside, but a lower effective GIC per unit H ′ (Fig-704

ure 9). We note that this will depend on the local geology.705

The ionospheric twin-vortices that relate to the DP component would clearly en-706

force a local time dependence upon DP parameters (e.g., Shinbori et al., 2012; Made-707

laire et al., 2022; Piersanti et al., 2025). The interplay between the combined DP and708

DL components is complex, particularly when a simple parameter such as the maximum709
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H ′ is extracted, as illustrated by the H ′ signatures in Figure 7. A detailed and thorough710

investigation is therefore required, one that is beyond the scope of the current study. We711

note that we have exclusively studied the impact of SCs at mid-latitudes, where the DL712

and DP components are both significant, and any potential impact of the equatorial elec-713

trojets (e.g., Pulkkinen et al., 2012) is minimal (Curto et al., 2007).714

6.3 Impact of Geology715

This investigation has been enabled by high spatial resolution magnetotelluric sur-716

veys (e.g., Ingham et al., 2023; Huebert et al., 2024). These surveys have enabled the717

estimation of the impact of short-timescale changes in the magnetic field, beyond that718

possible with more typical thin-sheet models (e.g., as shown by Pratscher et al., 2024).719

The correspondence between the model results in the three examples modeled for Fig-720

ure 1 is excellent, despite a large spatial separation between the magnetic field observa-721

tions and the monitored transformer (several hundred km).722

One of our key findings here is the impact of three dimensional geology on the trans-723

lation between magnetic field changes, geoelectric field and ultimately GIC. In Figures724

12 and 13 we showed that the induced EY in the UK is often larger than EX , despite725

the synthetic (input) magnetic field changes being approximately evenly split between726

the two (Figure 7). Further, a significant induced EY appears to be present even when727

the vast majority of the magnetic field change would suggest that it should be negligi-728

ble (e.g., comparing Figure 13c, f). This highlights the importance of the three-dimensional729

geology on the induced geoelectric field.730

6.4 Space Weather Forecasting Implications731

The link between large H ′ and large GIC has been well established for decades (e.g.,732

Viljanen et al., 2001), with a high correlation observed between the two parameters (Mac733

Manus et al., 2017; Rodger et al., 2017), particularly during SCs (Smith, Rodger, et al.,734

2022, 2024). For this reason, recent space weather forecasting models that aim to high-735

light intervals during which large GICs may be observed have used H ′ (e.g., Pulkkinen736

et al., 2013; Pinto et al., 2022; Coughlan et al., 2023), or similar constructs (e.g., R: Smith,737

Forsyth, Rae, Garton, et al. (2021)), as a proxy target due to the relative abundance of738

magnetometer data. However, this introduces an additional, intrinsic source of forecast739

uncertainty, one that is difficult to quantify. Therefore, this study investigates the lim-740

itations of relying upon this proxy measurement, when the correspondence may be weaker,741

and explores potential future avenues for forecasting GICs.742

In this study we introduced an analytical model of SCs, with nine free parameters,743

that describes the initial few minutes of an SC. If these parameters could be determined744

in advance, for example from properties of the incoming solar wind transient (e.g., Oliveira,745

2023), then this would provide a powerful forecasting tool. There is good reason to be-746

lieve that several of the model parameters should be forecast-able, for example the to-747

tal change in the DL component (e.g., ADL) has been related to the square root of the748

dynamic pressure change for decades (e.g., Siscoe et al., 1968; Su & Konradi, 1975; Rus-749

sell et al., 1994), as well as the latitude and local time of the location (e.g., Shinbori et750

al., 2009; Villante & Piersanti, 2009, 2011). Similarly, the value of ADP will depend on751

the location of the ground magnetometer with respect to the ionospheric current vor-752

tices. The changing ionospheric conductivity corresponding to the sunlit/non-sunlit hemi-753

spheres of the Earth has also been suggested to determine the ground magnetic field sig-754

nature of an SC (e.g., Tanaka et al., 2020). Meanwhile, properties such as the impact755

angle of an interplanetary shock have been noted to be important in determining the GIC756

that will result, for example through parameters such as θDL (Villante & Piersanti, 2008;757

Oliveira et al., 2018; Piersanti et al., 2025). If predicted accurately then the analytical758
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model presented here would provide a powerful, accurate method of assessing the GIC759

risk to a given location (e.g., Figure 5).760

From this study it is also interesting to note that while larger DL perturbations761

(e.g., larger ADL) are linked to larger GICs, the rise time of the DL component (e.g.,762

larger ω) is also linked to larger GIC. Though a full statistical analysis is beyond the scope763

of this study, we also consider it likely that larger ω events may be observed when the764

location is on the dayside of the planet (e.g., Figure 1).765

We note that most studies examining the correspondence between H ′ and GIC have766

used one minute resolution magnetic field data (e.g., in New Zealand Rodger et al., 2017;767

Mac Manus et al., 2017), the same cadence of data that space weather forecasting mod-768

els often target (e.g., Keesee et al., 2020; Smith, Forsyth, Rae, Garton, et al., 2021; Pinto769

et al., 2022; Coughlan et al., 2023). While the method discussed here will give a more770

accurate estimate of maximum GIC, during SCs the H ′ from one minute resolution data771

still provides a good proxy for GIC during Sudden Commencements, as shown for New772

Zealand (e.g, Figure 2; Smith, Rodger, et al. (2022, 2024)), so long as the model can suf-773

ficiently well forecast such impulsive activity (c.f., Smith, Rae, et al., 2024).774

7 Summary and Conclusion775

In this study we have investigated why some Sudden Commencements (SCs) ap-776

pear to be associated with disproportionate GICs, larger or smaller than would be sug-777

gested through a relationship with a simple proxy. For example, previous studies have778

highlighted that SCs that occur when New Zealand is on the dayside of the Earth are779

linked to 30% greater GICs, even after controlling for several factors (Smith, Rodger, et780

al., 2022).781

First, we tested whether the typical 60 s cadence magnetic field data is capable of782

capturing the key facets of the geomagnetic signature of an SC at mid-latitudes. We found783

that 60 s resolution magnetic field data does not include the contributing components784

of an SC, and that this is particularly a problem at dawn and dusk (e.g., Madelaire et785

al., 2022; Piersanti et al., 2025). However, simply moving to one second data introduces786

an additional noise contribution, one that may vary with magnetic local time. We then787

introduced an analytical model that can accurately describe the key physical components788

of an SC, namely the DL and DP contributions. The use of the well-parameterized SC789

model revealed a very strong correlation (r2 = 0.93) between the maximum rate of change790

of the magnetic field (H ′) and GIC observed during an SC at one location in New Zealand’s791

South Island. Dayside events, particularly those near dusk local times, were most likely792

to have their magnetic field changes underestimated by 60 s data, partially explaining793

their tendency to be associated with larger than expected GICs.794

Second, we tested whether there is intrinsic variability within SCs that can lead795

to differential coupling with the induced geoelectric field, and consequently GICs. We796

used a series of synthetic tests within which we changed a single parameter of the an-797

alytical model SC and evaluated its impact on the resulting GIC. We tested the synthetic798

SC in New Zealand and the United Kingdom through the use of detailed, high spatial799

resolution magnetotelluric surveys. The first test changed the “size” of the SC, finding800

that the resulting GIC (and geoelectric fields) scale with this parameter approximately801

linearly. The second test changed the “rise time” of the SC, how quickly the magnetic802

field changes during the SC. Within this test we found that a “faster” SC is related to803

a larger GIC, but this increase is non-linear: the maximum GIC for a given maximum804

H ′ reduces. The final test changed the angle of the dominant magnetic field change, with805

respect to the cardinal directions. The impact of this change varied across a given net-806

work/geology, effectively redirecting GIC. However, we found that the three-dimensional807

geology plays an significant role in moderating this change. Though New Zealand and808
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SC Start SC End

0 2012-10-31 15:38:15 2012-10-31 15:42:45
1 2014-02-07 17:05:00 2014-02-07 17:09:00
2 2014-02-19 03:47:00 2014-02-19 03:51:00
3 2014-02-27 16:49:45 2014-02-27 16:55:30
4 2014-07-14 14:31:30 2014-07-14 14:38:00
5 2014-09-12 15:54:00 2014-09-12 15:57:00
6 2014-11-01 07:05:00 2014-11-01 07:08:00
7 2014-11-10 02:20:00 2014-11-10 02:22:00
8 2015-03-17 04:45:30 2015-03-17 04:48:15
9 2015-03-31 08:32:00 2015-03-31 08:37:00
10 2015-06-21 16:45:00 2015-06-21 16:50:30
11 2015-06-22 05:44:45 2015-06-22 05:48:00
12 2015-06-22 18:33:30 2015-06-22 18:36:00
13 2015-06-24 13:27:00 2015-06-24 13:31:30
14 2015-08-15 08:28:45 2015-08-15 08:33:30
15 2015-09-20 06:03:30 2015-09-20 06:07:30
16 2015-12-19 16:16:30 2015-12-19 16:20:00
17 2015-12-31 00:49:45 2015-12-31 00:57:00
18 2016-03-11 05:32:00 2016-03-11 05:39:00
19 2016-10-12 22:11:00 2016-10-12 22:20:00

the United Kingdom represent very different geologies, they both show the same tenden-809

cies, suggesting that these results may be more widely applicable.810

These results are of key interest for space weather forecasting. Though H ′ and GIC811

do indeed correlate well at a 60 s resolution in New Zealand’s South Island (e.g., Mac812

Manus et al., 2017; Rodger et al., 2017; Smith, Rodger, et al., 2024), we can strengthen813

this relationship during SCs by modeling the physical components of the SC. Future work814

should investigate the link between the parameters of the driving solar wind structures815

(e.g., properties of the interplanetary shock, Oliveira (2023)) and our analytical model.816

Accurately forecasting the model parameters would enable a robust, accurate estima-817

tion of the GIC that may be experienced.818

Appendix A SC Event List819

This appendix contains a list of the 20 SC events included within this study. The820

start and end times were empirically determined during the fitting process described above.821

Appendix B Testing an Alternative GIC Proxy822

For decades the 60 s rate of change of the horizontal geomagnetic field (H ′) has823

been the most commonly used proxy for GIC (e.g., Boteler et al., 1998; Viljanen et al.,824

1999; Pulkkinen et al., 2005), however it is fundamentally limited, as explored in this study.825

One of the key limitations is that it represents a single, bandpass filtered measurement826

of the geomagnetic field - a time-series whose frequency content ultimately determines827

the coupling to the induced geoelectric fields through the geology. Here we demonstrate828

a test of an alternative GIC proxy (of the geoelectric field) in our study framework: a829

GIC Index (Marshall et al., 2010, 2011). The benefits of the GIC index are that, as with830

the magnetic field proxies, no knowledge of the subsurface conductivity is required. This831

is in contrast to other more complex, but likely more accurate methods (e.g., Piersanti832

et al., 2019).833
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Two days (SC ± one day), of one minute data from EYR (BX(t) and BY (t)) is used834

to calculate the GIC index. First, the background (mean magnetic field) is subtracted835

and a Hamming window is applied. The Fourier transform of the two components of the836

field are then taken, providing BX(f) and BY (f). The GIC indices are then calculated837

as follows:838

GICX(t) = |FFT{BY (f)Z(f)}−1| (B1)

GICY (t) = |FFT{BX(f)Z(f)}−1| (B2)

where {FFT}−1 is the inverse Fourier transform and Z(f) is a chosen frequency839

domain filter, in our case:840

Z(f) =

√
f

fN
ei

π
4 (B3)

as in Marshall et al. (2011), where fN is the Nyquist frequency. We also calculate841

a “GICH” index as
√
GIC2

X +GIC2
Y . The GIC indices are a proxy for the geoelectric842

field, and implicitly assume a plane (horizontal) magnetic wave is incident upon a uni-843

formly conducting Earth. We then extract the maximum GIC index at the time of the844

Sudden Commencements. For context, Marshall et al. (2011) found that GIC indices of845

the order 50 and 100 correspond to approximate “low” and ”moderate” risk levels in terms846

of documented GIC impact (in Australia). As none of our SCs are associated with known847

power network impacts in New Zealand we do not expect the values to exceed these bench-848

marks.849

Figure B1 shows the results of correlating the maximum GIC Indices with other850

derived quantities (proxies and GIC) from our study. The top two rows show the cor-851

relation between the maximum GIC Indices and the maximum rate of change of the mag-852

netic field, derived from the two different resolutions considered in this work (top row:853

60s, middle row: 1s). The bottom row then shows the correlation between the GIC In-854

dices and the GIC observed at SDN T2, as in Figures 2 and 5.855

In the top row, we see that the GICY and GICH correlate best with the 60s de-856

rived H ′. This is interesting, as while both GIC indices and H ′ (60s) have been used as857

proxies, and suggests that during impulsive events like SCs both capture the same fea-858

tures. In the second row we find that none of the indices correlate as well (r2 < 0.7)859

with the 1s derived H ′. This could be the result of the greater noise contribution within860

the 1s H ′ which was inferred to reduce the correlation in Figure 2. In the final row we861

see that the maximum GICY index correlates best with the observed maximum GIC at862

SDN T2 (r2 = 0.865). It is insightful to compare this to the correlations shown in Fig-863

ure 5, for example we note that this is better than the H ′ derived from 60s data (r2 =864

0.845) and 1s data (r2 = 0.65), but not as good as that derived through the use of our865

analytical “smoothing” model (r2 = 0.928).866

Open Research Section867

The results presented in this paper rely on the data collected at the Eyrewell mag-868

netometer station. These data can be found on INTERMAGNET or at GNSScience (2022).869

The New Zealand electrical transmission network DC measurements were provided870

to us by Transpower New Zealand with caveats and restrictions. This includes require-871

ments of permission before all publications and presentations and no ability to provide872
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Figure B1. The correlations between the GIC Indices derived through the method outlined

above (i.e., Marshall et al., 2011) and several parameters used within this study. The GIC Index

is calculated in the X, Y and Horizontal (
√

GIC2
X +GIC2

Y ) directions (left, center and right

columns, respectively). The parameters of comparison are the maximum H ′ from the one minute

data (top row: a, b, c), one second data (centre row: d, e, f) and the GIC observed at SDN T2

(bottom row: g, h, i).
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the observations themselves. Requests for access to these characteristics and the DC mea-873

surements need to be made to Transpower New Zealand. At this time, the contact point874

is M. Dalzell (Michael.Dalzell@transpower.co.nz).875

The analysis in this paper was performed using python, including the pandas (McKinney,876

2010), NumPy (Van Der Walt et al., 2011), SciPy (Virtanen et al., 2020), emcee (Foreman-877

Mackey et al., 2012), and Matplotlib (Hunter, 2007) libraries.878
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(2021). Geolectric field measurement, modelling and validation during geo-906

magnetic storms in the UK. Journal of Space Weather and Space Climate,907

11 , 37. Retrieved from https://www.swsc-journal.org/articles/swsc/908

full{\ }html/2021/01/swsc200069/swsc200069.htmlhttps://www.swsc909

-journal.org/articles/swsc/abs/2021/01/swsc200069/swsc200069.html910

doi: 10.1051/SWSC/2021022911

Blake, S. P., Gallagher, P. T., Campanyà, J., Hogg, C., Beggan, C. D., Thom-912
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