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Abstract.  We analyze observations of subionospherically propagating very low frequency 11 

(VLF) radio waves to determine outer radiation belt Energetic Electron Precipitation (EEP) 12 

flux magnitudes. The radio wave receiver in Sodankylä, Finland (SGO) observes signals 13 

from the transmitter with call sign NAA (Cutler, Maine). The receiver is part of the 14 

Antarctic-Arctic Radiation-belt Dynamic Deposition VLF Atmospheric Research Konsortia 15 

(AARDDVARK). We use a near-continuous dataset spanning November 2004 until 16 

December 2013 to determine the long time period EEP variations. We determine quiet day 17 

curves (QDC) over the entire period and use these to identify propagation disturbances 18 

caused by EEP. LWPC radio wave propagation modeling is used to estimate the 19 

precipitating electron flux magnitudes from the observed amplitude disturbances, allowing 20 

for solar cycle changes in the ambient D-region and dynamic variations in the EEP energy 21 

spectra. Our method performs well during the summer months when the day-lit ionosphere 22 

is the most stable, but fails during the winter. From the summer observations we have 23 

obtained 693 days worth of hourly EEP flux magnitudes over the 2004-2013 period. These 24 
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AARDDVARK-based fluxes agree well with independent satellite precipitation 25 

measurements during high intensity events. However, our method of EEP detection is 10-50 26 

times more sensitive to low flux levels than the satellite measurements. Our EEP variations 27 

also show good agreement with the variation in lowerband chorus wave powers, providing 28 

some confidence that chorus is the primary driver for the outer-belt precipitation we are 29 

monitoring. 30 

1.  Introduction  31 

  More than 55 years since the discovery of the radiation belts there are still significant 32 

uncertainties about the source, loss, and transport of energetic particles inside the belts 33 

[Reeves et al., 2009]. A particle may resonate with different magnetospheric waves, causing 34 

simultaneous change in one or more of the particles pitch angle, momentum, or position 35 

which cause the outer radiation belt to be highly dynamic [Thorne, 2010], with fluxes of 36 

energetic electrons changing by >3 orders of magnitude over time scales of hours to days 37 

[Li and Temerin, 2001; Morley et al., 2010]. For about the last 10 years there has been 38 

strong focus by the scientific community on the highly dynamic nature of the radiation 39 

belts. This has likely been partially stimulated by the development and launch on 30 August 40 

2012 of NASA's Van Allan Probes which have the primary scientific goal of understanding 41 

the acceleration, transport and loss processes affecting radiation belt particles.  42 

  It has long been recognized that the magnitude of the flux of trapped electrons in the outer 43 

radiation belt is a "delicate balance between acceleration and loss" [Reeves et al., 2003] 44 

where significant increases or decreases in the trapped electron flux can occur depending on 45 

whether the acceleration or loss processes dominate. Energetic Electron Precipitation (EEP) 46 

is one significant loss mechanism for the outer radiation belt [e.g., Thorne et al., 2005; 47 

Morley et al., 2010; Hendry et al., 2012; Ni et al., 2013], by which high energy electrons are 48 

lost out of the radiation belts through collisions with the atmosphere. Quantifying the 49 
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magnitudes of precipitating electron flux as well as their spatial and temporal distributions 50 

are important for a full understanding of the radiation belt dynamics as they also act as an 51 

indicator for the mechanisms occurring inside the belts [Ni et al., 2013]. For example, 52 

observations have shown that there are consistently very strong dropouts in the outer belt 53 

electron fluxes during the small-moderate geomagnetic disturbances associated with the 54 

arrival of a high speed associated solar wind stream interface at the magnetosphere [Morley 55 

et al., 2010]. Increasing evidence points to the main driver of these dropouts being 56 

magnetopause shadowing [Turner et al., 2013] without a significant contribution from 57 

electron precipitation during the dropout [Meredith et al., 2011]. However, immediately 58 

following the dropout, as the acceleration processes start to rebuild the trapped fluxes, there 59 

are very significant precipitation levels [Hendry et al., 2012] likely due to wave-particle 60 

interactions with chorus [Li et al., 2013].  61 

  There is growing evidence that energetic electron precipitation (EEP) from the radiation 62 

belts may play an important role in the chemical makeup of the polar mesosphere, 63 

potentially influencing atmospheric dynamics and polar surface climate. It has long been 64 

recognized in the radiation belt community that relativistic electron precipitation (REP) can 65 

provide a additional source of ozone destroying odd nitrogen [Thorne, 1977], leading that 66 

author to conclude that the effects of EEP "must also be considered in future photochemical 67 

modeling of the terrestrial ozone layer". There is growing evidence in support of this basic 68 

idea, albeit concerning mesospheric ozone rather than affects in the stratospheric ozone 69 

layer.  70 

  Particle precipitation can lead to catalytic ozone destruction due to the reactions with 71 

precipitation-produced odd nitrogen and odd hydrogen in the Earth's atmosphere [Brasseur 72 

and Solomon, 2005]. The first confirmation of this came from experimental observations 73 

during solar proton events, where significant ozone destruction occurred in the mesospheric 74 

polar atmosphere [e.g., Seppälä et al., 2006; 2007]. In addition there is growing evidence of 75 
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high levels of energetic electron precipitation (EEP) during both geomagnetic storms and 76 

substorms [e.g., Rodger et al., 2007a; Clilverd et al., 2012]. The EEP intensities in these 77 

examples are sufficient to produce significant polar region mesospheric chemical changes 78 

[Rodger et al., 2010b], of similar magnitude to a medium sized solar proton event. 79 

Mesospheric observation of the EEP chemical changes have now been reported caused by 80 

the direct effect of the precipitation [e.g., odd nitrogen: Newnham et al., 2011; odd 81 

hydrogen: Verronen et al., 2011; Andersson et al., 2012, 2013] with subsequent ozone 82 

decreases [Daae et al., 2012; Andersson et al., 2014a]. Detectable EEP-produced odd 83 

hydrogen increases have been reported due to electrons from ~100 keV to ~3 MeV, leading 84 

to increases from ~82 km to 52 km altitude [Andersson et al., 2012]. Superposed epoch 85 

analysis of mesospheric ozone decreases at 70-80 km immediately after EEP events from 86 

2004-2009 indicated the magnitudes of these short-term depletions are comparable to those 87 

caused by larger but much less frequent solar proton events [Andersson et al., 2014b]. 88 

  There is evidence that EEP may influence polar surface climate. Large (±2 K) variations in 89 

polar surface air temperatures have been produced in chemistry-climate models after NOx 90 

sources were imposed to represent the atmospheric impact of EEP [Rozanov et al., 2005; 91 

Baumgaertner et al., 2011]. These modeling studies have been tested using experimentally 92 

derived operational surface level air temperature data sets (ERA-40 and ECMWF), 93 

examining how polar temperatures vary with geomagnetic activity [Seppälä et al., 2009]. 94 

This test produced similar patterns in surface level air temperature variability as the 95 

modeling studies, but with temperatures differing by as much as ±4.5 K between high and 96 

low geomagnetic storm periods. It was also found that changing solar irradiance/EUV-97 

levels did not drive the observed surface level air temperature variability. Seppälä et al. 98 

[2009] argued that the primary reason for the temperature variability was mostly likely EEP 99 

causing ozone decreases through NOx production. More recently ERA-40 re-analysis data 100 

has been examined to see how the EEP-produced atmospheric changes might couple to 101 
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stratospheric dynamics [Seppälä et al., 2013], concluding that that EEP-generated NOx 102 

altered planetary wave breaking in the lower stratosphere. The change in the locations of 103 

planetary wave breaking allows more planetary waves to propagate into the upper 104 

stratosphere in low latitudes, leading to the observed dynamical responses. 105 

  Further studies making use of chemistry climate models require realistic EEP observations. 106 

This has led to increased focus on EEP- measurements, as well efforts to incorporate such 107 

particle inputs into climate models through the development of systems such as the 108 

Atmospheric Ionization Module OSnabrück (AIMOS) model [Wissing et al., 2009]. 109 

AIMOS combines experimental observations from low-Earth orbiting and geostationary 110 

orbiting spacecraft with geomagnetic observations to provide a 3-D numerical model of 111 

atmospheric ionization due to precipitating particles.  112 

  One of the most commonly used source of EEP measurements is the Medium Energy 113 

Proton and Electron Detector (MEPED) instrument in the Space Environment Monitor-2 114 

(SEM-2) experimental package onboard the Polar-orbiting Operational Environmental 115 

Satellites (POES) spacecraft, which is described in more detail below. However, there are 116 

numerous concerns and issues surrounding these experimental measurements, including 117 

contamination by low-energy protons [e.g., Rodger et al., 2010a; Yando et al., 2011], over-118 

whelming contamination in solar proton events as well as inner radiation belt protons in the 119 

SAMA [Rodger et al., 2013], and the size of the pitch angle range sampled by the telescope 120 

relative to the bounce loss cone size [Hargreaves et al., 2010; Rodger et al., 2013].  121 

  In this paper we use ground-based subionospheric Very Low Frequency (VLF) 122 

observations to determine EEP fluxes during the northern hemisphere summer months 123 

spanning 2005-2013. We undertake comparisons with the POES EEP measurements, as 124 

well as the whistler mode chorus intensities which may be driving the precipitation through 125 

wave-particle interactions. Our study builds on an earlier ground-based paper by Clilverd et 126 

al. [2010] by using: a larger dataset (November 2004-December 2013), a more sophisticated 127 
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analysis of the subionospheric data, as well as multiple improvements to the modeling 128 

approach, including allowing for changing energy spectral gradients in the EEP and solar-129 

cycle changes in the ambient D-region ionosphere. We also present some data quality 130 

checks undertaken on the AIMOS model output. We attempt to validate the model with our 131 

improving understanding of EEP from the MEPED/POES and AARDDVARK 132 

observations. This is the first attempt to validate AIMOS model outputs for electron 133 

energies greater than ~10 keV, which is necessary as the model is now being used to 134 

examine mesospheric EEP impacts by some authors [e.g., Funke et al., 2011]. 135 

2. Experimental Setup 136 

2.1 AARDVARK Observations  137 

  Antarctic-Arctic Radiation-belt Dynamic Deposition VLF Atmospheric Research 138 

Konsortia (AARDDVARK) is a global network of radio wave receivers which monitor 139 

powerful narrow-band VLF (very low frequency) transmitters. Subionospherically 140 

propagating VLF waves are used to monitor Energetic Electron Precipitation (EEP) through 141 

changes in the ionization rates of the lower ionosphere (50-90 km). Excess ionization 142 

caused by EEP causes perturbations in the amplitude and phase of received VLF signals, 143 

which can found through comparison with the quiet day propagation levels. Radio wave 144 

propagation modeling may then be used to determine the EEP fluxes required to cause the 145 

observed changes, following the techniques outlined in Rodger et al. [2012]. 146 

  We primarily focus on the radio wave observations made by the two AARDDVARK  147 

receivers situated at Sodankylä (SGO), Finland (67°13'N, 26°22'E, L = 5.2). These were an 148 

OmniPAL receiver (operational November 2004 – April 2013 [Dowden et al., 1998]) and 149 

the newer UltraMSK receiver (operational April 2010 – present; [Clilverd et al., 2009]). 150 

Both receivers monitor the minimum-shift keying (MSK) VLF transmissions from a 151 

communications station located in Cutler, Maine, USA (24.0 kHz, 44°35'N, 67°16'W, L = 152 
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2.9), which has the call sign NAA. The transatlantic path between NAA and SGO lies 153 

directly underneath the outer radiation belt (L = 3-7) such that the VLF transmissions along 154 

this path are directly influenced by outer radiation belt energetic electron precipitation. The 155 

left hand panel of Figure 1 presents a map showing the transmitter and receiver locations as 156 

well as the propagation great circle path. Lines of constant L are displayed to indicate the 157 

footprints of the outer radiation belt. The monthly averaged Ap values and sunspot number 158 

are displayed in the right hand panels of Figure 1, showing the entire time period 159 

considered. This gives an indication of the changing conditions across the ~9 year Nov 160 

2004- Dec 2013 period, which spans most of a solar cycle.  161 

  AARDDVARK NAA median amplitude measurements at SGO with 1 minute time 162 

resolution were constructed from the 0.2 s native resolution data. The measurements from 163 

the two independent receivers were combined together to provide a more continuous 164 

dataset. By comparing the observations across the 3 years when the two receivers were 165 

operating simultaneously we have been able to successfully combine the datasets, with the 166 

UltraMSK eventually replacing the OmniPAL after it suffered a terminal failure in mid-167 

2013. This combination leads to our very long (>9 year) dataset of 1 minute resolution 168 

NAA-SGO amplitude measurements. A careful check was undertaken to remove any 169 

erroneous data associated with receiver or transmitter operational problems, and correcting 170 

for some timing discrepancies. Figure 2 shows the 2859 days of NAA-SGO median 171 

amplitude observations after these checks (~327 days of erroneous OmniPAL data were 172 

removed and ~143 days of erroneous UltraMSK data). Distinct patterns are clearly visible 173 

in the amplitude data corresponding to seasonal and daily variation in the ionosphere, 174 

mostly due to the changing solar zenith angles. One of the main features present in the data 175 

is the effect of sunrise (~8 UT) and sunset (~20 UT) on the path and the seasonal variation 176 

affecting the length of the sunlit period across the path. A deep minimum can be seen in the 177 

midday amplitude data during winter time in 2009-2010, corresponding to the period of 178 
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solar minimum. This demonstrates the expected dependence of the ionospheric D-region 179 

(and hence subionospheric propagation) on the changing solar cycle [Thomson and Clilverd, 180 

2000].  181 

  The NAA-SGO subionospheric VLF path is affected by the impact of solar proton events 182 

on the D-region along that path [Rodger et al., 2006, 2007a]. Any attempt to monitor EEP 183 

using NAA-SGO subionospheric observations will potentially be confounded by the strong 184 

ionospheric response to solar protons; hence we remove 144.8 days worth of 1-minute 185 

amplitude observations from our analysis, leaving a total of 2714.6 days worth of 186 

observations remaining. Solar proton events were identified using the list provided by 187 

NOAA (available at http://www.swpc.noaa.gov/ftpdir/indices/SPE.txt) which provides the 188 

>10 MeV proton flux observed at geostationary orbit over the time period 1976-present. 189 

Note that a solar proton event in this list is defined as spanning the time from when the flux 190 

climbs above 10 pfu (where pfu is the proton flux unit [protons·s-1sr-1cm-2 for >10 MeV 191 

protons measured at geostationary orbit]) to when the flux again falls below this value. 192 

 193 

2.2 POES EEP Observations  194 

  The Polar Orbiting Environmental Satellites (POES) are low altitude (~800-850 km) 195 

spacecraft with Sun-synchronous polar orbits with periods of ~100 minutes. Since 1998 the 196 

POES spacecraft have carried the second generation SEM-2 [Evans and Greer, 2004] which 197 

measures energetic charged-particle fluxes using the Medium Energy Proton and Electron 198 

Detector. To date 7 POES spacecraft have operated the SEM-2 package in orbit (NOAA 15-199 

19 and also MetOp 1-2). The SEM-2 detectors include integral electron telescopes with 200 

energies of >30 keV (e1), >100 keV (e2), and >300 keV (e3), pointed in two directions. In 201 

this study we focus primarily upon the 0º-pointing detectors, as this primarily monitors deep 202 

inside the Bounce Loss Cone (BLC) [Rodger et al., Appendix A, 2010a]. Previous studies 203 

have identified significant contamination in the electron channels by protons with energies 204 
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of hundreds of keV [Yando et al., 2011], which are particularly significant during storm 205 

times. We correct this using a NOAA-developed algorithm as described in Appendix A of 206 

Lam et al. [2010], and recently validated by Whittaker et al. [2014]. We follow Rodger et 207 

al. [2013] and remove these periods using the MEPED P7 omni-directional observations of 208 

>36 MeV protons. We first combine the POES-reported particle fluxes varying with IGRF L 209 

and time, using 0.25-L and 15-min time resolution. Observations from inside and around the 210 

South Atlantic Magnetic Anomaly are excluded before the measurements are combined, 211 

although the P7 test to exclude solar proton events also suppresses all measurements in the 212 

SAMA-region, where inner radiation belt protons swamp the electron detectors [Rodger et 213 

al., 2013]. The variation of the hourly outer belt >30 keV EEP fluxes is shown in the left 214 

hand panel of Figure 3. Note that in 2009 the POES EEP drops to very low precipitation 215 

levels (noise-floor level). This time period spans an extended period of low solar activity, in 216 

which the trapped LEO relativistic electron fluxes reported by SAMPEX [Russell et al., 217 

2010] and the geosynchronous GOES observations both fell to noise floor levels. Similar 218 

decreases in the POES trapped relativistic electrons have been reported, which were noted 219 

as being "unprecedented in the ~14 years of SEM-2 observations" [Cresswell-Moorcock et 220 

al., 2013]. In the same time period that study noted the outer belt >100 keV POES trapped 221 

electron fluxes decreased by 1-1.5 orders of magnitude, recovering to the typical long term 222 

average in 2010. 223 

  We fit a powerlaw spectrum to the three 0° electron telescopes to obtain the energy 224 

spectral gradient (k) for the precipitating electrons; a recent comparison between the high 225 

energy resolution DEMETER electron flux observations with POES has reported power-226 

laws were accurate representations of the flux spectrum [Whittaker et al., 2013]. The 227 

resulting POES spectra are used in the modeling sections of the current study to help 228 

determine the EEP fluxes from the NAA-SGO AARDDVARK observations. The 229 

MEPED/POES >30 keV BLC fluxes will be later contrasted with the EEP fluxes reported 230 
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from the AARDDVARK amplitude differences. At the same time >100 keV (e2) and 231 

>300 keV (e3) EEP will also be taking place and reported by POES. However, we use the 232 

>30 keV (e1) for our comparisons as these fluxes are consistently larger, and thus more 233 

likely to be above the MEPED/POES noise floor levels. Note that there is a strong 234 

correlation between the fluxes in e1, e2 and e3 (as discussed in section 5.2).  235 

2.3 DEMETER Lower-Band Chorus 236 

  As well as comparing the NAA-SGO EEP fluxes to the POES EEP measurements we also 237 

investigate the connection to likely plasma wave drivers causing the EEP. We make use of 238 

observations from the ICE (Instrument Champ Electrique) instrument onboard the 239 

DEMETER spaecraft to examine this. The DEMETER satellite was launched in June 2004, 240 

flying at an altitude of 670 km (after 2005) in a Sun-synchronous orbit with an inclination 241 

of 98o. The ICE instrument provides continuous measurements of the power spectrum of 242 

one electric field component in the VLF band [Berthelier et al., 2006]. Here we make use of 243 

both survey and burst mode data of the electric field spectra recorded up to 20 kHz, with a 244 

frequency channel resolution of 19.25 Hz. We analyze ICE/DEMETER data up to early 245 

December 2010, shortly before the deorbiting of the satellite in March 2011. The high-time 246 

resolution ICE/DEMETER data has been re-processed to determine the hourly mean 247 

intensity of waves over L = 3-7 in the frequency band from 0.1-0.5 fce, where lower band 248 

chorus occurs. We combine both the "day" and "night" DEMETER observations, i.e., there 249 

is no restriction on MLT, to produce the highest possible time resolution. Note that 250 

DEMETER has previously been used to study whistler-mode chorus, despite its 251 

comparatively low altitude [e.g., Santolík et al., 2006, Zhima et al., 2013]. The right hand 252 

panel of Figure 3 shows the variation in the observed median DEMETER lower-band 253 

chorus wave power across the entire mission life. Once again the solar minimum period in 254 

2009 shows lower levels of chorus intensity, emphasizing the quietness of this time.  255 
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3. QDC Generation 256 

  The Quiet Day Curve (QDC) describes the annual and daily background (which one might 257 

also term, "quiet" or "undisturbed") variation in the received VLF amplitude measurements. 258 

The received amplitudes of fixed frequency VLF transmissions vary in a constant manner 259 

during undisturbed conditions. Energetic Electron Precipitation (EEP) events can be detected 260 

as deviations from the subionospheric quiet day curve as a change in amplitude of the 261 

received signal relative to the QDC [Rodger et al., 2012; Simon Wedlund et al., 2014]. This is 262 

equivalent to the QDC approach used for riometers which has become standard practice in 263 

that community. 264 

  For the NAA-SGO path EEP causes changes in the D-region electron density which tend to 265 

lead to increases in the received amplitudes, such that the lowest amplitudes occur during the 266 

quietest times. This is most reliable for time periods when the NAA-SGO path is dominated 267 

by a Sun-lit ionosphere. The consistent amplitude increases during summertime D-region 268 

perturbation times was identified by Clilverd et al. [2010], who exploited it to manually 269 

produce QDCs for 3 different UT time slices 2-3, 8-9, and 16-17 UT to determine the EEP 270 

magnitudes. In our study we have also exploited the same behavior, but developed an 271 

automatic process to produce QDCs for all UT times directly from the observed 272 

subionospheric VLF amplitudes. For each UT hour we determine the mean and standard 273 

deviation of the experimentally observed amplitude values. The QDC was generated by 274 

subtracting two standard deviations from the mean and then smoothed with a 19-day sliding 275 

average. We investigated a range of possible averaging windows, from 3-51 days, and 276 

concluded that 19 days performed the best, giving a smoothly varying QDC without rounding 277 

away the large modal features present. The left hand panel of Figure 4 shows the QDCs 278 

determined for 2-3, 8-9, and 16-17 UT for the 2005 observations, along with the QDCs for 279 

the same 1 hour time periods from Clilverd et al. [2010]. Our approach leads to a QDC that 280 

follows the lower edge of the amplitude data (blue line) and has similar shape to that given by 281 
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Clilverd et al. [2010] for the 2005 QDCs (red line) determined from their somewhat naïve 282 

"straight line" minimum approach.  283 

  The right hand panel of Figure 4 shows the QDC generated at 1-hour time resolution across 284 

the entire ~9 year period of experimental observations. A deep midday minimum can be seen 285 

in 2009/2010 during the winter, i.e., during the solar minimum. However, the opposite 286 

behavior can be seen for the noon-time summer amplitudes; the QDC amplitude for solar 287 

minimum (2009/2010) is ~2.3 dB higher than seen during solar maximum in 2005. This is 288 

addressed further in Section 4.1. 289 

4. Modeling of EEP Impact on VLF propagation 290 

  In order to interpret the significance of observed changes in a received VLF signal it is 291 

necessary to make use of a propagation model. This allows one to link the properties of the 292 

ionization changes occurring around the upper boundary of the Earth ionosphere waveguide 293 

(i.e., the lower part of the D-region) with the magnitude of the changes in the VLF 294 

transmissions. Here we use the US Navy Long Wave Propagation Code [LWPC, Ferguson 295 

and Snyder, 1990]. LWPC models the propagation of fixed-frequency VLF waves from a 296 

transmitter to a receiver, calculating the received amplitude and phase. The great circle path 297 

between these two points is broken into a series of segments, accounting for changes in 298 

geophysical parameters along the path to be allowed for. For each segment the programme 299 

takes into account variations in: ground conductivity, dielectric constant, orientation of the 300 

geomagnetic field with respect to the path, solar zenith angle and also the electron density 301 

profile (i.e., electrons m-3). 302 

  The electron density profile is varied by forcing the atmosphere with EEP from above. A 303 

short description of the modeling process is given below; for a full description see Rodger 304 

et al. [2012]. A series of coupled models are used to determine the equilibrium electron 305 

number density which will subsequently be fed into LWPC: the ionization rates due to the 306 
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EEP [Rees, 1989; Goldberg et al., 1984], the background neutral atmosphere [Picone et al., 307 

2002], and the equilibrium electron number density in the lower ionosphere [Rodger et al., 308 

1998, 2007a, 2012]. The electron density profiles are determined for a range of precipitation 309 

flux magnitudes and power-law energy spectral gradients ranging from +0.5 to -5 with 0.5 310 

steps. We assume the EEP spans the energy range 10 keV to 3 MeV, but report the >30keV 311 

flux magnitudes to allow direct comparison with the POES observations. The electron 312 

density profiles are then used as inputs into the LWPC subionospheric propagation model, 313 

applied uniformly along the path. Thus we model the effect of electron precipitation on the 314 

VLF amplitudes from NAA received at Sodankylä. 315 

4.1 Incorporating the D-region Yearly Variability 316 

  For undisturbed time periods, the D-region electron density altitude profile is often 317 

expressed through a Wait ionosphere, defined in terms of a sharpness parameter β and a 318 

reference height H′ [Wait and Spies, 1964], with the electron number density increasing 319 

exponentially with altitude. The Clilverd et al. [2010] study of the NAA-SGO path used 320 

fixed ambient daytime ionosphere parameters (β=0.3 km-1, H′=74 km) consistent with the 321 

nondisturbed amplitudes of NAA experimentally observed at SGO for 2005. As seen in 322 

Figure 4 there is evidence of changes in the nondisturbed D-region across the solar cycle. 323 

We took the mean day-time summer (May-July) amplitude difference for each year and 324 

compared those values to that determined from 2005. We observed that the differences in 325 

QDC noontime (16-17 UT) amplitudes gradually increase from the relatively high solar 326 

activity in 2005 to solar minimum (2009/2010). These changes can be seen in the right hand 327 

panel of Figure 4 and also in Figure 5. The maximum variation is ~2.5 dB, after which the 328 

amplitude difference decreases as the solar cycle advances towards solar maximum 329 

conditions. These changing QDC noontime (16-17 UT) amplitude values were used to 330 

determine the variation in the Wait ionospheric β parameter required to represent the solar 331 

cycle variations in the D-region from 2005-2013. This was undertaken using LWPC with 332 
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"quiet" (i.e., zero EEP) propagation modeling. We follow Clilverd et al. [2010] and use a β 333 

value of 0.3 km-1 for 2005, which increases to produce the observed increasing QDC 334 

amplitudes (Figure 4), such that for solar minimum conditions β has evolved to ~0.42 km-1 335 

(Figure 5). Note the smooth and consistent variation in β shown in Figure 5 with the 336 

progression of the solar cycle. H' was held constant here throughout the solar cycle partly 337 

because McRae and Thomson [2000] reported that H' changed by only ~1 km from solar 338 

maximum to solar minimum at mid-latitudes (no appropriate high-latitude measurements 339 

are available to the best of our knowledge), and partly because LWPC modeling (not 340 

shown) indicates that the amplitude for the NAA-SGO path was only weakly dependent 341 

upon H'. This adjusted beta value is then used in LWPC to produce separate modeling of 342 

the expected impact of EEP on the NAA-SGO amplitudes for each year.   343 

4.2 Incorporating EEP Energy Spectra Variability 344 

  The energy spectra of precipitating energetic electrons is well represented by a power law 345 

[Whittaker et al., 2013]. The previous study into EEP monitored using observations from the 346 

NAA-SGO path by Clilverd et al. [2010] used modeling based on a fixed power law with a 347 

gradient of k = -2. We remove this limitation by using a variable energy spectrum in our 348 

modeling of how the EEP impacts the ionosphere and modified the VLF propagation. The 349 

energy spectral gradient of the precipitating fluxes was varied from k=-5 to 0.5 in steps of 0.5. 350 

The differing spectral gradients lead to significantly different amplitude changes for a given 351 

EEP flux magnitude and ambient ionospheric profile. Examples of this are shown in Figure 6, 352 

which presents the LWPC-predicted amplitudes for a range of EEP magnitudes and spectral 353 

gradients for 2006 (left hand panel) and 2010 (right hand panel).  354 

  Recently the EEP powerlaw spectral gradient was determined directly from AARDDVARK 355 

measurements made in Canada during a series of geomagnetic storms [Simon Wedlund et al., 356 

2014]. This relied upon simultaneous amplitude perturbation observations on two different 357 

AARDDVARK paths which are likely to sense similar EEP activity, along with LWPC 358 
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modeling using a range of spectral gradients which were combined to determine the most 359 

likely EEP energy spectral gradients occurring for any given time and day. We are unable to 360 

apply this approach in the current study, as we do not have an appropriate second path. 361 

However, the Simon Wedlund et al. [2014] study found good agreement between the POES 362 

and AARDDVARK-determined gradients, giving us additional confidence in the use of the 363 

POES-fitted energy gradients as we describe in the following section.  364 

5. AARDDVARK-extracted EEP  365 

  We now combine the AARDDVARK experimentally observed NAA-SGO amplitudes with 366 

the LWPC modeling described above to extract EEP flux magnitudes from the VLF 367 

perturbations. The 1-min observations are averaged to produce hourly mean NAA-SGO 368 

amplitude leading to 2762.1 days worth of hourly values – note that the ~1.7% increase in the 369 

days worth of data is caused by the averaging of partial hours worth of 1-min data being 370 

combined to produce the hourly average. The amplitude QDC seen in the right panel of 371 

Figure 4 are subtracted from the hourly average amplitude values to produce 2762.1 days 372 

worth of amplitude perturbations.  373 

  In order to use the LWPC modeling results (e.g., Figure 6), an appropriate EEP power law 374 

value is required. We use 1-hour resolution POES satellite data to fit a power law to the three 375 

EEP electron flux energy ranges and thus produce a dynamic energy spectral gradient for the 376 

precipitating electron population. The change in amplitude results produced by the LWPC 377 

modeling for the specific power law value are then linearly interpolated to produce the 378 

variation in amplitude perturbations with log10(flux magnitude) for a specific power law 379 

gradient. An EEP flux magnitude may be obtained by matching the observed NAA-SGO 380 

amplitude with the modeled amplitude, the latter of which may correspond to one or more 381 

EEP values. In situations where more than one solution exists the EEP magnitude closest to 382 

the previous hour's value is selected. Observed amplitude values larger than the maximum 383 
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modeled values are excluded. This affects ~108.4 days worth of perturbations, of which only 384 

~1.5 days worth fall in the summer months. 385 

  At this point our modeling and QDC determination approaches are only reliable when the 386 

NAA-SGO path is dominated by solar photo-ionization, i.e., the summer period. Clilverd et 387 

al. [2010] suggested that the approach worked for the middle ~150 days of the year, roughly 388 

from 10 April to early September. In the current study we take a more conservative view, and 389 

restrict ourselves to observations occurring each year in the 92 day "summer" period from 1 390 

May to 1 August. This produces 693.25 days worth of 1-hour resolution EEP values which 391 

appear well behaved. Examples of the AARDDVARK-extracted EEP are seen in Figure 7 392 

(black lines).   393 

5.1 Comparison with POES-EEP 394 

  To check the validity of our EEP flux-extraction process we compare the AARDDVARK-395 

reported fluxes with the >30 keV EEP measurements made by the POES spacecraft. Figure 7 396 

shows the variation of the AARDDVARK-extracted EEP fluxes (black lines) for the northern 397 

hemisphere summer periods during 2005-2009. The corresponding >30 keV POES EEP 398 

observations are shown in Figure 7 by the red line. The AARDDVARK-extracted EEP fluxes 399 

are almost independent of the POES measurements, other than the inclusion of the POES-400 

reported power law gradients. Despite being largely independent EEP measures, both datasets 401 

show that the EEP in the years closer to solar maximum (2005-2006) were considerably more 402 

active than those near solar minimum (2009), which was very quiet. As mentioned above, 403 

during solar proton events our ability to detect EEP is masked. In both mid and late July 2005 404 

solar proton events occurred, and as such there is no AARDDVARK-extracted EEP for that 405 

time period in the upper panel of Figure 7. 406 

  Figure 7 demonstrates that during large precipitation events both the AARDDVARK and 407 

POES EEP fluxes report similar maximum magnitudes. It has been argued previously that the 408 

MEPED/POES BLC fluxes may be under-reported for weak precipitation events [Hargreaves 409 
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et al., 2010; Rodger et al., 2013], where the loss cone is not filled. In contrast during strong 410 

EEP events, likely associated with strong diffusion [Rodger et al., 2013; Clilverd et al., 411 

2014], the MEPED/POES BLC fluxes are expected to be more accurate representations of the 412 

precipitating striking the atmosphere, as such one would hope for good agreement between 413 

the AARDDVARK and MEPED/POES fluxes at these times, as seen in Figure 7. The small 414 

size of the MEPED/POES telescopes detector translates into rather low sensitivity at smaller 415 

flux magnitudes [Yando et al., 2011], reflected by their noise floor level of ~150 el. cm-2 s-1 416 

sr-1 (left hand panel of Figure 3). This is also seen in Figure 7, where the MEPED/POES 417 

>30 keV EEP flux during quiet periods is constantly ~102 el. cm-2s-1sr-1. The AARDDVARK-418 

extracted fluxes have a noise floor value which 10-50 times lower than the MEPED/POES 419 

instrument, emphasizing that the true flux into the atmosphere during quiet periods is much 420 

lower than suggested from the satellite observations. This is particularly clear in the 2009 421 

panel of Figure 7, where low-intensity EEP fluxes occur in the AARDDVARK-extracted data 422 

but are poorly represented in the MEPED/POES fluxes.  423 

5.2 Estimation of Uncertainties 424 

  We have also tested the sensitivity of our AARDDVARK-extracted EEP magnitudes to 425 

uncertainties in the AARDDVARK amplitudes. Uncertainties in subionospheric VLF QDC 426 

will depend upon the time of day, the receiver design and the background noise levels. We 427 

follow an earlier study which concluded there was a 0.3 dB amplitude uncertainty as a result 428 

of removing the subionospheric QDC at noon time [Rodger et al., 2007a]. The EEP extraction 429 

process described above is rerun for amplitude differences which are 0.3 dB higher and lower 430 

than the observed amplitude perturbation in order to test the sensitivity. As one might expect, 431 

during quiet times the uncertainty levels in the >30 keV flux levels are low (~1-2 el. cm-2s-1sr-
432 

1), but during high EEP periods the uncertainty levels in the >30 keV flux levels are 433 

considerably larger (~104 el. cm-2s-1sr-1). When comparing these values with the observed 434 

EEP flux magnitudes, we find that the uncertainty varies from ~10-1000%, and are typically 435 
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~20%. However, this is dominated by the quiet (low flux) periods. During high EEP periods 436 

the uncertainties introduced by the amplitude error is a few times larger (i.e., 200-500%).  437 

  We have also tested the sensitivity of our AARDDVARK-extracted EEP magnitudes to 438 

uncertainties in the POES-fitted energy spectral gradients. We assumed that the e1, e2, and e3 439 

MEPED/POES EEP flux values had an uncertainty of 50%. We changed the 2005 fluxes by a 440 

random amount up to this uncertainty level, but also required that the modified flux in e1 was 441 

greater than or equal to that for e2, and that the modified e2 flux was greater than or equal to 442 

that for e3. We then undertook the spectral fitting as outlined in section 2.2. This was 443 

repeated twenty times, to produce an estimate of the error in the spectral gradients. While our 444 

choice of 50% for the error value is fairly arbitrary, it is similar to the ~30% uncertainty 445 

estimated as the possible error in the earlier SEM-1 electron flux estimates [Tan et al., 2007]. 446 

The average uncertainty in the k value was 0.51. We then repeated the process of determining 447 

the EEP magnitudes from AARDDVARK-data using the k values modified by the 448 

uncertainties found for each one hour period. The average change in magnitude is ~1.8. The 449 

EEP flux magnitude changes are not particularly large, with the effect being less significant 450 

than allowing k to vary (as discussed in section 7.1).  451 

  An important assumption in our approach is to assume that the energy spectra of the EEP is 452 

well represented by power-law spanning medium and relativistic energies. There is a high 453 

correlation between the three electron energy channels reported by the POES spacecraft. The 454 

MEPED/POES EEP fluxes described in section 2.2 are strongly correlated with one another. 455 

After removing solar proton events and data gaps we find that the correlation of the 456 

log10(flux) of the e1 and e2 channels across our L-shell range is 0.99, for e2 and e3 this value 457 

is 0.987, and for e1 and e3 the correlation value is 0.970, although these high-correlation 458 

values will be strongly influenced by the noise-floor . As noted in section 2.2, we take some 459 

confidence in the use of the power law to describe the energy spectra of the EEP from the 460 

high-energy resolution of the DEMETER satellite. This spacecraft primarily measured in the 461 
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drift loss cone, and hence for pitch angles only slightly above the BLC. The recent Whitakker 462 

et al. [2013, 2014] studies found that the drift loss cone observations by DEMETER, and also 463 

the POES telescopes, were best fitted by a power-law. This held for energies spanning 464 

medium and relativistic energies (up to ~1.2 MeV). Whistler-mode waves, such as chorus, 465 

can pitch angle scatter electrons into the BLC over a very wide energy range. For example, 466 

recent simulations of chorus driven precipitation reported electrons spanning a few keV to 467 

several MeV [Saito et al., 2012], with a lower limit of ~10 keV for L=5.  468 

  We note that there is evidence that power laws may not best represent the EEP energy 469 

spectrum for relativistic energies. SAMPEX observations of drift loss cone and bounce loss 470 

cone relativistic electron (0.5-5.66 MeV) precipitation seem to have been well represented by 471 

an exponential dependence [Tu et al., 2010]. The Taranis mission [Pincon et al., 2011] will 472 

provide DEMETER-like high energy resolution electron flux measurements for both the drift 473 

loss cone and BLC, and may be able to clarify this issue.  474 

5.3 Comparison with DEMETER Chorus Waves 475 

  Lower band chorus waves are known to drive electron precipitation via resonant interactions 476 

[Lorentzen et al., 2001; Horne et al., 2003], where the rate of precipitation scales in direct 477 

proportion to the power spectral intensity of resonant waves [Millan and Thorne, 2007]. To 478 

test this we have contrasted the lower band chorus wave intensity detected by DEMETER 479 

(right hand panel of Figure 3) with our AARDDVARK-extracted EEP fluxes. Figure 8 shows 480 

the NAA-SGO >30 keV EEP fluxes (black line) and the DEMETER lower band chorus 481 

intensity (blue line) for 2005, 2006 and 2009. In both cases the EEP flux and chorus 482 

intensities are medians limited to 2-8 UT (corresponding to ~22-12 MLT along the great 483 

circle path) for which dawn chorus activity should be present.  484 

  This figure indicates that there is a reasonable correlation "by eye" between the EEP flux 485 

and the DEMETER chorus intensity, even during the very quiet 2009 period. After removing 486 

solar proton events and data gaps we find that the correlation of the between the EEP flux and 487 
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the DEMETER chorus intensity is 0.33, which is a modest-moderate level of correlation. It is 488 

often assumed that whistler mode chorus waves are the dominant cause of energetic electron 489 

precipitation outside of the plasmapause. Our observations provide some support for this 490 

assumption, which is backed by published theory and also wave observations. Recently 491 

MEPED/POES >30 keV EEP observations were successfully used to predict chorus 492 

occurrence, validated by observations from the Van Allan Probes [Li et al., 2013]. This 493 

approach is now being used to infer the chorus wave intensity and construct its global 494 

distribution directly from POES-observations [Ni et al., 2014], rather than relying on 495 

statistical models of wave occurrence.  496 

6.  Examination of the AIMOS model  497 

  As part of the Quantifying Hemispheric Differences in Particle Forcing Effects on 498 

Stratospheric Ozone international team project hosted by the Swiss International Space 499 

Science Institute, an attempt was made to validate the precipitation-driven ionization rates 500 

reported by the AIMOS model [Wissing et al., 2009]. AIMOS combines particle observations 501 

from low-Earth POES and also geostationary orbiting spacecraft with geomagnetic 502 

observations to provide 3-D numerical model of atmospheric ionization due to precipitating 503 

particles with high spatial resolution. Part of the validation effort involves comparison with 504 

ground-based radio wave observations the initial stages of which have been reported 505 

elsewhere [Rodger et al., 2014], and are being considered for a future detailed publication. 506 

Here we restrict ourselves to reporting on some issues in the AIMOS-ionization rates which 507 

were identified in the initial data quality checks. We made use of AIMOS v1.2 which has 508 

been extensively used to describe the particle forcing during solar proton events and 509 

geomagnetic storms [e.g., Funke et al., 2011], and has been validated for thermospheric 510 

altitudes [Wissing et al., 2011], but not below. AIMOS provides ionization rate profiles for a 511 
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given location and time range, with separate rates produced caused by the precipitation of 512 

protons, electrons and alpha particles.  513 

  Initial data quality checks identified numerous issues with the ionization rates from AIMOS 514 

v1.2 indicating great care must be taken when drawing conclusions from studies using these 515 

models. We provide a summary of areas of concern below: 516 

1.) It has long been recognized that the MEPED/POES electron detectors suffer over-517 

whelming contamination during solar proton events [Evans and Greer, 2004]. However, 518 

AIMOS v1.2 clearly includes these electron observations during solar proton events, leading 519 

to highly unrealistic electron ionization rates inconsistent with experimental observations 520 

[e.g., Funke et al., 2011]. The upper panel of Figure 9 shows the electron precipitation-521 

produced ionisation rates for 3 months in 2006-2007 for the path from NAA to SGO. Here the 522 

blue line over-plotted on the ionisation rates represents the GOES-reported >10 MeV proton 523 

flux (ranging from ~0.2 cm-2s-1sr-1 to 1.95103 cm-2s-1sr-1); a solar proton event occurred 524 

beginning on 5 December 2006. The over-plotted lower black line shows the variation in the 525 

geomagnetic index Kp (which ranges from 0 to 8.3). During the December 2006 solar proton 526 

event the ionization rates for proton precipitation-produced ionization (from 50-90 km 527 

altitudes) increase by 4-5 orders of magnitude (not shown). At the same time the ionization 528 

rates reported by AIMOS due to electrons also increase by ~4-5 orders of magnitude, as 529 

shown in the upper panel of Figure 9. There is no evidence for this electron precipitation 530 

outside of the contaminated POES observations.  531 

  It is also well known that the MEPED/POES electron detectors suffer contamination from 532 

protons of ~100 keV at high latitudes [Evans and Greer, 2004; Yando et al., 2011]. Rodger et 533 

al. [2010a] found that as much as ~42% of the 0° telescope >30 keV electron observations 534 

from MEPED were contaminated by such protons in the energy range although the situation 535 

was less marked for the 90° telescope (3.5%). The existing algorithms to correct for proton 536 

contamination have not been applied in AIMOS v1.2. 537 
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2.) During a data quality test we examined the ionization rates near the geomagnetic equator 538 

above Fiji (18.2°S, 178.5°E, L=1.2) where one would expect no particle input. During the 539 

December 2006 solar proton event a two order of magnitude increase in proton produced 540 

ionization rates are reported above ~70 km altitude (not shown) by AIMOS, and at the same 541 

time AIMOS reports a 2-3 order of magnitude increase in electron produced ionization rates 542 

for altitudes as low as ~45 km. This is seen in the middle panel of Figure 9 which is otherwise 543 

in the same format as the panel above. Solar protons cannot penetrate to these geomagnetic 544 

latitudes [Rodger et al., 2006], and are not seen in the MEPED/POES data above Fiji. Such 545 

protons are not visible in the data until the satellites are located more than 30° poleward of 546 

Fiji, indicating the polar latitude observations are being incorrectly mapped into mid- and 547 

low-latitudes. Serious issues exist around the latitudinal binning of the satellite data to 548 

produce the precipitation input.  549 

3.) The lower panel of Figure 9 shows the variation in AIMOS v1.2-reported EEP-produced 550 

ionization rates for the path from NAA to SGO for 4 months in late 2006 and a selection of 551 

mesospheric altitude ranges. This time range was selected to ensure no solar proton event 552 

occurred. The ionization rates are normalized and shifted along the y-axis to provide easy 553 

comparison. Here the black line shows the variation in the geomagnetic index Kp (which 554 

ranges from 0 to 6), and the blue line is the changing flux of MEPED/POES >300keV 555 

precipitating electrons (which ranges from ~145 to ~6103 cm-2s-1sr-1). Note that electrons 556 

with energies above 300 keV should deposit the majority of their energy below ~75 km [e.g., 557 

Turunen et al., 2009]. There is a strong correlation between increases in geomagnetic activity 558 

and increases in >300 keV EEP, as expected. However, in the altitude ranges from 50-59 km 559 

and 60-69 km there is a clear anti-correlation between the ionisation rates, >300 keV EEP 560 

magnitude, and geomagnetic activity, and a correlation between the rates and EEP flux in the 561 

70-79 km altitude range. Examination of the upper panel of this figure shows that AIMOS 562 

v1.2-reported ionization rates above ~80 km increase during geomagnetic disturbances, but 563 
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the opposite occurs below ~75 km. For these lower altitudes the ionization rates move from a 564 

quasi-constant value of ~107-108 to ~105-106 el. m-3 during storms, i.e., a significant decrease 565 

in the ionization rates rather than an increase as expected from the experimental observations 566 

shown in Figure 7 and 8 and indeed in the relevant POES-data itself shown in Figure 9c. We 567 

speculate that this is due to incorrect fitting of the EEP energy spectra in the AIMOS model. 568 

4.) As noted above (section 5.1) the MEPED/POES data are comparatively insensitive, with a 569 

noise floor at a rather high flux value (~102 el. cm-2 s-1 sr-1). The AIMOS v1.2 model includes 570 

the MEPED/POES noise-floor data as if they are real precipitating elections, leading to the 571 

large quiet time mesospheric ionization rates seen in the upper panel of Figure 9. This panel 572 

indicates quiet time rates outside of the SPE period of ~106 -107 el. m-3 s-1 at ~50-75 km 573 

altitude. In contrast, the background ionization rates in this altitude range are expected to be 574 

dominated by the effect of Lyman-α and galactic cosmic rays with rate values of ~105-106 el. 575 

m-3 s-1 [e.g., Friedrich et al., Fig. 1, 1998; Rodger et al., Fig. 3 & 4, 2007b]. Fluxes at the 576 

MEPED/POES noise floor level are sufficiently high to produce a ~4 time increase in the 577 

noontime electron number density at ~75 km altitude (not shown). 578 

  There are clearly numerous serious data quality problems in the AIMOS model outputs at 579 

altitudes of 60-80 km. Some of these appear to be due to contamination issues in the input 580 

data (e.g., MEPED/POES proton contamination), others are clearly inherent to the model. The 581 

validity of modeling studies making use of AIMOS v1.2 is questionable, and great care must 582 

be taken when considering the conclusions of such studies. To summarize, the AIMOS v1.2 583 

ionization rates are unlikely to be accurate in the mesosphere and upper stratosphere during: 584 

geomagnetically quiet times (when EEP levels are low), for mid- and low- latitudes, during 585 

solar proton events, or during geomagnetic storms (when there are high levels of EEP).  586 

7.  Discussion 587 

7.1 Comparison with Clilverd et al. [2010] 588 
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  Our study has introduced a number of improvements to the analysis and modeling relative to 589 

the original Clilverd et al. [2010]. In particular, we have used a more advanced D-region 590 

model for calculating the equilibrium electron number density using Rodger et al. [2012] 591 

 rather than Rodger et al. [2007a], improved on the data analysis so our QDC is not as 592 

simplistic, and allowed for the EEP energy spectra to change. We discuss the significance of 593 

each of these in turn.  594 

  The equilibrium electron number density is calculated from the ionization rate along with 595 

attachment and recombination rates. In the Clilverd et al. [2010] study these were from 596 

Rodger et al. [2007a], while we have used those from Rodger et al. [2012] which were found 597 

to be more broadly representative. This leads to a decrease in the EEP fluxes, with the typical 598 

>30keV EEP flux magnitudes being ~0.55 of those reported by Clilverd et al. [2010]. 599 

  The data–derived QDC is similar, but not identical to that determined by Clilverd et al. 600 

[2010], as shown in our Figure 4. Our changing QDC produces both increases and decreases 601 

in the EEP magnitude relative to the earlier Clilverd et al. [2010] study. On average the 602 

typical >30keV EEP flux magnitudes produced by varying the QDC are ~0.51 of those 603 

reported by Clilverd et al. [2010].  604 

  The most significant driver for flux magnitude differences between the current study and the 605 

earlier Clilverd et al. [2010] work comes from allowing the energy spectral gradient of the 606 

precipitating fluxes to vary, rather than holding it at a constant value of -2. During quiet times 607 

the energy spectral gradient has values from about -1 to 0, leading to significant over-608 

estimates of the flux magnitude when a constant -2 gradient value is taken. In contrast for 609 

storm times the energy spectral gradient has values from -4 to -2, and the fixed-case modeling 610 

can suggest 1-2 order of magnitude EEP lower magnitudes. On average the typical >30keV 611 

EEP flux magnitudes for a fixed k=-2 gradient value are ~14 times larger than for a varying 612 

gradient. Clearly, it is highly important to include the effect of varying energy spectral 613 

gradients where possible.  614 
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7.2 Application in Chemistry-Climate Models 615 

  As noted in the introduction there is growing interest in a broad scientific community into 616 

the impact of EEP upon polar atmospheric chemistry, and the potential link to climate. This 617 

interest is driving researchers towards incorporating EEP into chemistry-climate models to 618 

better represent the polar system, and also to test the overall significance. Due to previous 619 

scientific efforts different examples of intense particle precipitation, for example solar proton 620 

events, can already be included in chemistry-climate models [e. g., Jackman et al., 2009]. Our 621 

current study, along with some of our previous papers, suggests that it is possible to 622 

accurately describe EEP using MEPED/POES observations for fairly strong events, assuming 623 

sufficient care is taken with the data processing. The question of what to do when 624 

MEPED/POES reports fluxes near to the instrumental noise floor remains. Our initial 625 

recommendation would be set the EEP magnitude at those times to zero, taking a 626 

conservative view. We suggest that sensitivity tests using chemistry-climate models as to the 627 

significance of EEP fluxes below this noise floor value should be undertaken to determine 628 

whether setting those periods to zero is too harsh a condition or not.  629 

  We believe that the AARDDVARK-extracted EEP fluxes produced in the current study 630 

could be used for an initial test into the significance of EEP in chemistry-climate models, and 631 

also to examine the ability of these fluxes to reproduce the observed ozone signatures during 632 

EEP events [e.g., Andersson et al., 2014]. However, further work in this area is needed before 633 

truly realistic global EEP fluxes can be incorporated into chemistry-climate models. We 634 

suggest future focus on longitudinal/MLT variability, and increased energy resolution (and in 635 

particular correlations or otherwise between medium and relativistic energy electron 636 

precipitation) would be of value in this research area.  637 

  In addition, a significant requirement from the atmospheric and modeling community is to 638 

push the starting time of the model runs further back into time. The MEPED/POES SEM-2 639 

we use in the current study start with the beginning of NOAA-15 operations on 1 July 1998, 640 
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while MEPED/POES SEM-1 observations began with NOAA-5 in November 1978 and end 641 

with NOAA-14 in December 2004. However, climate models are regularly run with 642 

significantly earlier start dates, suggesting that more focus on proxies for EEP, for example 643 

using simple geomagnetic indices, might be required. Finally, if EEP is to be regularly 644 

incorporated into climate model runs consideration should be given to the ease of use for the 645 

climate modelers. This appears to be one of the strengths of the AIMOS model. 646 

8.  Summary and Conclusions 647 

  One of the most commonly used sources of EEP measurements are MEPED/POES 648 

spacecraft observations. As these spacecraft observations have been made with essentially the 649 

same instruments for more than 15 years they have naturally been the focus of researchers 650 

wishing to incorporate EEP into various models. They have also been subject to increasing 651 

scrutiny due to the growing evidence that EEP leads to significant mesospheric changes in the 652 

polar atmosphere which may influence mid- and high-latitude surface climate. However, 653 

there are numerous concerns and issues surrounding the MEPED/POES EEP measurements 654 

causing uncertainty as to the suitability of their use in such models. We have therefore 655 

attempted to make an independent set of long EEP observations by exploiting a ground-based 656 

data to compare and contrast with those provided by MEPED/POES. 657 

  We have analyzed observations of subionospherically propagating VLF radio waves to 658 

determine the outer radiation belt EEP flux magnitudes. The AARDDVARK radio wave 659 

receivers in Sodankylä, Finland (SGO) have monitored the US Navy transmitter with call sign 660 

NAA (Cutler, Maine) near continuously across the time period spanning November 2004 661 

until December 2013. Building on an earlier study by Clilverd et al. [2010], we have 662 

improved upon the dataset, data analysis, and modeling to determine the long time period 663 

EEP variations.  664 
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  Our experimental observations include 2859 days worth of good quality NAA-SGO 665 

amplitude measurements at one minute resolution. At this point we are limited to EEP 666 

extraction for the summer period; the NAA-SGO observations were used to generate 693 667 

days worth of EEP flux magnitude values at 1 hour resolutions. These AARDDVARK-based 668 

fluxes agree rather well with the essentially independent MEPED/POES precipitation 669 

measurements during high intensity precipitation events. Our AARDDVARK observations 670 

provide additional confidence that the MEPED/POES precipitation fluxes are reasonable 671 

during geomagnetic storms, confirming other recent studies. However, the AARDDVARK 672 

EEP observations fall to much lower flux magnitudes than MEPED/POES, indicating that our 673 

method of EEP detection is 10-50 times more sensitive to low flux levels than the satellite 674 

measurements, largely due to the high noise floor of the MEPED/POES telescopes. Our EEP 675 

variations show a good agreement with the variation in lowerband chorus wave powers, 676 

providing some confidence that chorus is the primary driver for the outer-belt precipitation 677 

we are monitoring. 678 

  This work continues our efforts to validate EEP fluxes, and to exploit the long 679 

AARDDVARK subionospheric observation dataset. At this point our EEP-extraction 680 

approaches are limited to summer periods on the NAA-SGO path. We are investigating 681 

different analysis and modeling approaches which would allow us to extend to a wide range 682 

of ionospheric conditions. This is likely to lead to at least a doubling of the EEP dataset we 683 

have generated in the current study. 684 

  Finally, we presented the result of some initial data quality checks into the outputs of the 685 

version 1.2 Atmospheric Ionization Module OSnabrück (AIMOS) model which purports to 686 

provide 3-D time-varying numerical information on atmospheric ionization due to 687 

precipitating particles. We showed evidence that there are numerous serious data quality 688 

problems in the AIMOS model outputs, some due to contamination issues in the input data , 689 

others inherent to the model. AIMOS v1.2 ionization rates are unlikely to be accurate in the 690 
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mesosphere and upper stratosphere during: geomagnetically quiet times, for mid- and low- 691 

latitudes, during solar proton events, or during geomagnetic storms. The validity of 692 

modeling studies making use of AIMOS v1.2 is questionable, and great care must be taken 693 

when considering the conclusions of such studies. 694 
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Figures 959 

 960 

Figure 1.  Left hand panel) Map of the subionospheric VLF propagation path from the 961 

NAA transmitter to the SGO receiver. Contours of constant L shell are shown indicating the 962 

atmospheric footprints of L = 3, 5, and 7. Upper right hand panel) Monthly average Ap 963 

value for the period November 2004 to December 2013. Lower right hand panel) Monthly 964 

average sunspot number over the same time period.  965 
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 966 

 967 

Figure 2.  Slightly more than nine years of one minute resolution median amplitudes of the 968 

transmissions from NAA received at Sodankyla (SGO), Finland. The colors represent the 969 

amplitude of the received signal in dB relative to an arbitrary reference level. White regions 970 

correspond to either missing or removed (unreliable) data.  971 

 972 

 973 

 974 

Figure 3.  Left hand panel: Variation in the median hourly POES 0° >30 keV electron flux 975 

averaged across L = 3-7. The 0° electron telescope measures electrons deep inside the BLC. 976 

Right hand panel: Hourly median DEMETER observations of lower-band chorus mode 977 

wave intensity averaged across L = 3-7, with no MLT restriction.  978 
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 979 

Figure 4.  Left hand panel: Examples of QDCs generated in this study (blue) to represent 980 

the 2005 amplitude observations at 2-3, 8-9 and 16-17 UT. The QDCs for the same time 981 

spans presented in Clilverd et al. (2010) are shown in red for comparison. The new method 982 

follows the lower edge of the amplitudes more closely, but is similar to that put forward in 983 

the earlier study. Note the large data gap in December 2005, which is also seen in Figure 2. 984 

Right hand panel: The QDC generated across our entire ~9 year time period. 985 

 986 

 987 

 988 

Figure 5.  Change of the Wait ionosphere β parameter used in the LWPC modeling 989 

determined from the observed QDC noontime amplitude changes across the solar cycle.  990 
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 991 

 992 

Figure 6.  Daytime LWPC modeling of the amplitude changes due to EEP fluxes for the 993 

path NAA-SGO for 2006 (left hand panel) and 2010 (right hand panel). The energy spectra 994 

of the precipitating elections are specified using a power law which is varied through the k 995 

parameter. The modeling used the updated Wait ionosphere parameters for each year shown 996 

in Figure 5. 997 

 998 
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 999 

 1000 

 1001 
 1002 

Figure 7.  Comparison between the NAA-SGO determined EEP flux magnitudes (black) 1003 

and the MEPED/POES >30 keV electron fluxes (red) during the summer months over 5 1004 

years. In all cases the fluxes are shown with units of cm-2s-1sr-1. The change in activity level 1005 

between solar minimum (~2009) and near solar maximum (2005) can easily been.  1006 
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 1007 
 1008 

Figure 8.  The variation in the NAA-SGO determined EEP flux magnitudes (black line) 1009 

contrasted with the varying lower-band chorus wave intensity (blue line) observed from the 1010 

DEMETER satellite. In both cases the median over 2-8 UT is taken for each year.1011 
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 1012 

Figure 9.  Ionization rates ostensibly due to electron precipitation reported by the AIMOS 1013 

v1.2 model. The upper panel shows the rates for the NAA to SGO path. The black line 1014 

shows the variability in the Kp geomagnetic index, and the blue line the GOES >10 MeV 1015 

proton flux variation. The middle panel shows the ionization rates above Fiji in the same 1016 

format as the panel above. The lower panel shows the normalized variation in the AIMOS 1017 

ionization rates for a range of mesospheric altitudes, with the >300 keV precipitating flux 1018 

from POES EEP variation shown by the blue line and the Kp variation by the black line. 1019 

Note that the lower panel shows a different time-range than the upper two panels.  1020 


